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Local Heat Transfer
Measurements in Microchannels
Using Liquid Crystal
Thermography: Methodology
Development and Validation

Microchannel heat transfer governs the performance of the microchannel heat sink,
which is a recent technology aimed at managing the stringent thermal requirements of
today’s high-end electronics. The microencapsulated form of liquid crystals has been well
established for use in surface temperature mapping, while limited studies are available
on the use of the un-encapsulated form. This latter form is advantageous since it offers
the potential for high spatial resolution, which is necessary for microgeometries. A tech-
nique for using un-encapsulated thermochromic liquid crystals (TLCs) in order to mea-
sure the local heat transfer coefficient in microchannel geometries is shown in the present
study. Measurements were made in a closed loop facility combined with a microscopic
imaging system and automated data acquisition. A localized TLC calibration was used to
account for a non-uniform coating and variation of lighting conditions. Three test section
configurations were investigated with each subsequent configuration arising due to a
shortfall in the previous. Two of these configurations are comprised of single wall heated
rectangular channels, while the third is a circular tube channel. Validation results are
also presented; overall, the methods developed and utilized in this study have been shown
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to provide the local heat transfer coefficient in microchannels.
[DOI: 10.1115/1.2193541]
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1 Introduction

In recent years the advent of very large scale integrated circuit
technology has propelled the electronics industry into the fabrica-
tion of electronic circuits with feature sizes on the order of mi-
crons and submicrons [1]. This has allowed designers to pack
these components with more features at much smaller tolerances
and in so doing improve the speed and performance of these elec-
tronics. However, as a result, there has been an increase in the
heat produced per unit area, which in turn has generated the re-
quirement for effective, miniaturized cooling technologies. One
such device is the microchannel heat sink which was pioneered in
the early 1980s by Tuckerman and Pease [2]. These heat sinks
demonstrated heat transfer rates about two orders of magnitude
greater than those of commercial technologies for cooling arrays
of integrated circuits [3]. The micro heat sink/exchanger is char-
acterized by a set of microchannels conventionally machined or
micromachined into a conducting block.

A number of studies have been conducted in recent years in
order to understand and improve the heat transfer performance of
these devices and recent summaries may be found in [3-7]. Some
of the prevalent characteristics and remarks related to single phase
continuum flows follows. There are discrepancies reported be-
tween microchannel results and the accepted correlations and
trends for their macrocounterparts. For example, the critical Rey-
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nolds number for transition to turbulent flow in microchannels has
been reported to be as low as 200 [6] compared to the commonly
known approximate value of 2300. In addition, significant varia-
tions between the results of different investigators have been re-
ported for the heat transfer coefficients and friction factor with no
clear relationship on the differences in some instances [4]. Finally,
the channel size at which deviations will occur from convention-
ally sized channels remains undetermined. With the exception of
the confinement number for boiling flows, no physics based clas-
sification of channel sizes has been proposed [8]. Overall, a re-
view of the literature indicates the need for additional and im-
proved studies of heat transfer in mini and microchannels [6].

Most work regarding experimental heat transfer measurements
in microchannels uses thermocouples (point sensors) for wall tem-
perature measurements. One problem with such sensors is their
large size compared to the channel dimensions and hence their
potential influence on the flow characteristics. This may be alle-
viated by placing the sensors at a distance from the fluid-wall
interface and assume one-dimensional heat transfer, or by using a
fin analysis method [1]. These approximations, however, intro-
duce inaccuracies in the internal wall surface temperature mea-
surement. Also, the relative size of these sensors, if discreetly
placed at the wall, gives only an area averaged temperature mea-
surement. Another inconvenience of such point sensors is the need
for an array of sensors to obtain full surface temperature measure-
ments.

Non-intrusive techniques such as infrared (IR) thermography,
laser induced fluorescence and liquid crystal measurements have
traditionally been employed [9]. There are a variety of challenges
associated with IR thermography, which include accurately char-
acterizing its performance and calibration, determining the mea-
sured body’s surface emmisivity, identifying the measurement
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point, and accounting for radiation losses and additional optical
equipment [10]. In addition, for the measurement of microobjects,
accurately accounting for the background radiation is necessary.
Hetsroni et al. [10], while measuring the surface temperature of a
capillary tube, utilized a technique whereby the background tem-
perature was controlled to within that of the tube wall tempera-
ture. The aim of this was to minimize the uncertainty in measure-
ment due to background radiation during IR measurement.

Thermochromic liquid crystal (TLC) thermometry is a non-
intrusive technique based on the changing pitch size of the helical
molecular structure of the material during temperature change.
Additional information about the characteristics of liquid crystal
and their use in thermometry and heat transfer may be found in
Ireland and Jones [11] and Hallcrest [12]. The TLC technique has
been used by many researchers since the late 1960s when it was
first applied to non destructive testing and flow visualization [13].

The successful use of TLCs on a microgeometry has been dem-
onstrated by Hohmann and Stephan [14] while investigating
evaporation from a liquid meniscus. In their work, they utilized
the un-encapsulated form of TLCs applied to the backside of a
20 wm stainless steel foil. They were able to obtain spatial reso-
lutions of 0.83 wm, where the uncertainty in temperature was
0.51°C or 7.5%. Their use and limitations in boiling heat transfer
have been investigated and discussed by Kenning et al. [15] and
Klausner et al. [16]. These studies determined that in many in-
stances, due to the thermal lag between the liquid crystal and the
inner wall surface, the response time of the liquid crystal is not
sufficient to capture all the unsteady phenomena occurring during
nucleation boiling.

A first glimpse at the use of TLCs in minichannels with boiling
has been recently presented by Chin [17,18] during an investiga-
tion of boiling incipience and convective heat transfer in narrow
vertical channels. These authors used the TLCs in their common
microencapsulated (as opposed to un-encapsulated) form, which,
due to capsule diameters of 10—25 um, restricts the spatial reso-
lution capability of the TLC material. The use of un-encapsulated
TLCs for quantitative, high resolution heat transfer measurements
in small channels has, to a limited extent, been investigated [19].
This is likely due to the difficulty in handling un-encapsulated
TLCs, since they are easily contaminated by solvents or dust, and
prolonged exposure to ultraviolet light can disturb their calibration
and even destroy their response [12].

In the work of Aligoodarz et al. [19], rectangular channel ge-
ometries 2X1 mm and 2 X2 mm with three walls made of 75-
pm-thick stainless steel were studied for boiling flows. The fourth
wall was made of glass, which was used for visualization while
the opposing stainless steel wall was coated with un-encapsulated
TLC. The authors document difficulties in obtaining a continuous
coating of the TLC on the surface, as well as difficulties in ac-
counting for its stringent requirements for a contaminant free area.
Their choice of the un-encapsulated form, however, was moti-
vated by the ability to apply it in thinner layers than the microen-
capsulated form, hence obtaining an improved response time,
which was approximately 4 ms. Another benefit of the un-
encapsulated form is that the spatial resolution is now restricted to
the optical configuration [20]. Thus, submicron resolution is pos-
sible. TLCs therefore offer the potential for improved temperature
measurements in microchannels due to their nonintrusive charac-
ter and possibility for high spatial resolution measurements. The
combination of the un-encapsulated TLC’s capability and poten-
tial, as well as the need for increased measurements in microchan-
nels, was therefore the motivation for the present work. This paper
describes the development of a local heat transfer measurement
system for mini and microchannels using un-encapsulated thermo-
chromic liquid crystals.

2 Experimental Facility Methodology

21 Flow Loop. A schematic of the main components em-
ployed in the closed loop test facility are shown in Fig. 1. The
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Fig. 1 Schematic of the experimental test facility

flow loop concept was designed to accommodate boiling experi-
ments that will be presented in a later study. Only the components
relevant to the single phase experiments are discussed. The fluid
used was distilled water, however the facility is set up to handle a
variety of refrigerants and engineered fluids.

Flow enters the loop from the main tank and is continuously
circulated by a magnetically coupled gear pump (Fig. 1). The
pump runs at a constant speed and supplies a flow rate of
290 ml/min with a maximum pressure of 517 kPa (75 psi). A
nutating digital output flowmeter provided by DEA Engineering
was used to monitor the flow rate. This meter outputs a 5V
square wave signal at a frequency proportional to the time for the
nutator to complete one cycle. The flowmeter was initially cali-
brated using the weighing method, and has a reliable range from
10 to 250 ml/min. Upstream of the flowmeter is a 25 um filter,
which is used to remove any accumulating particles. A preheater
is located at the test section for additional flow temperature con-
trol, while the exit of the test section has a cooler, which is used to
restore the temperature of the fluid.

2.2 Test Module. As mentioned above, heat transfer in mini
and microchannels is the main motivation for the experimental
methods developed in the present study. Such channels will come
in many shapes, which are predominantly dictated by the manu-
facturing processes available. An additional constraint will be the
measurement technique utilized in experiments. To design a
heated channel test module utilizing TLCs for measurement, a
primary criterion is optical access to the measured surface. In the
most basic case, a flat surface is utilized with the camera at its
normal. Three test module designs were investigated in this re-
search program with each subsequent design being a consequence
of shortcomings in the previous configuration. They are described
hereafter and results are presented for the final design.

The initial test concept was manufactured from G-10 fiberglass
with three of the four channels produced from a milled out slot.
The material’s low conductivity allowed for approximately adia-
batic conditions. The fourth wall was provided via a thin foil
supported on a polycarbonate cover. A schematic of this setup is
shown in Fig. 2. The TLC material was applied on the backside of
this foil before it was placed on the cover. Several difficulties
were encountered with this approach. First, the use of un-
encapsulated TLCs directly in the channel caused the coating to
erode over time. Unlike the microencapsulated form, the un-
encapsulated TLC material does not solidify, but rather remains in
an oily state. Therefore, any air pockets present on the backside of
the foil where the TLC coating is located will draw fluid and/or
will allow for the TLC material to escape over the course of an
experiment. A second drawback of this design was the use of a
thin foil, which was very difficult to handle, to produce accurately,
and to align. A third drawback of this design was the use of an O
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ring for sealing, as it introduced additional uncertainty into the
height of the channel, as well produced secondary paths for the
fluid flow. It is noted that these difficulties were likely not encoun-
tered in similar previous works [18,21], due to the larger channels
and their use of encapsulated TLCs. The primary conclusion from
the above design was that if the TLC coating could be isolated
from the flow path it could be an effective measurement tool.

A second test module design was investigated to address the
above drawbacks. In this concept, a wide foil was used rather than
a narrow foil. The wider foil was easier to handle and minimized
local faults produced during its slitting to size. The foil was per-
manently secured to the base using an epoxy and thus eliminated
the need for an O-ring seal. The foil required cooling in the sec-
tion not exposed to the channel and so a cooling sink of copper
blocks with water running in a copper pipe over top was incorpo-
rated. The use of a metallic heat sink required electrical isolation
from the foil, while minimizing thermal resistance and so an alu-
mina based epoxy that fit this requirement was utilized. A sche-
matic of the channel is shown in Fig. 3.

Measurements utilizing this test setup were found to be high in

Lead wire

Coated
tube

Polycarbonate
block

/N

Brass fitting Tube inlet

Inlet - g

Temiperature
tap SS compression fitting

Lead
connection

Composite
ferrule

I ~50mm

Fig. 4 Configuration for Test Module lll—circular tube

comparison to a number of correlations. After consideration of the
test setup, it was concluded that these high Nusselt values were
due to an inaccurate measure of the heat transfer from the top wall
to the fluid. Therefore, although the base material had a low con-
ductivity, heat transfer through the sidewalls produced the addi-
tional energy to the fluid. This second design demonstrated the
assumption from the previous design that with the TLC isolated
from the flow, effective measurements could be produced. How-
ever, it also demonstrated that application of accurate boundary
conditions was difficult as the size was reduced.

The main difficulties with the previous two concepts were the
sealing and the application of a controlled heat load. Many set-
backs were observed due to the extensive in-house assembly re-
quired, which produced many failed trials. In conceiving the third
design, this point was of primary concern. Readily available on
the market are relatively thin-walled stainless steel circular tubes,
usually produced as hypodermic needles. Tube inner diameters are
available as low as 0.254 mm and with wall thicknesses as low as
0.051 mm (Small Parts). Rectangular tubing is also available and
can be custom made with inner cross sections as low as 0.510 mm
(Microgroup). The use of custom-made tubing is, however, expen-
sive and requires minimum orders not necessary for small-scale
experiments. For this reason, a circular tube was selected as the
channel configuration for the third design. The recent use of cir-
cular steel tubes in heat transfer studies of mini and microchannels
has been performed by Lelea et al. [22], and Owhaib and Palm
[23] using thermocouples, as well as Hestroni et al. [10], and
Hapke et al. [24] using infrared measurement.

A schematic of the circular tube test module used is shown in
Fig. 4. A polycarbonate sheet was machined to produce the mea-
surement chambers for pressure and temperature. The tube had a
1.0668 mm (0.42 in.) inner diameter and an outer diameter of
1.27 mm (0.5 in.). It was connected to these chambers using stan-
dard 0.0625 mm (1/16 in.) stainless steel compression fittings
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with specialty ferrules to accommodate the small diameter tubing.
The ferrule material is a composite of graphite and polyimide,
which has a high electrical resistance. The advantages of the com-
pression fittings are that they are resealable and can withstand
high pressures (~690 kPa rating). All fittings were insulated, and
energy losses between measurement location and tube inlet were
estimated to be negligible. Copper stranded wire (14AWG), was
wrapped around the tube to provide the electrical lead connection.
A current was applied through the leads, providing a uniform heat
flux from the tube to the fluid. It should be noted that the present
setup did not utilize any cover directly in contact with the TLC
surface due to the small size of the tube. Attempts were made to
utilize optically transparent epoxies to encapsulate the tube, how-
ever none of the ones tried were compatible with the TLC mate-
rial. Rather a noncontacting cover was placed over the tube to
protect the TLC coated surface from dust and the room lights. The
cover was an opaque plastic half tube which is open at both ends.

2.3 Un-encapsulated Thermochromic Liquid Crystal
Application. The aim of the TLC application procedure is to pre-
pare a uniform coating, which will produce vibrant colors. A
thicker coating will improve the vibrancy, while too thick of a
coating may start to produce nonnegligible temperature gradients
through the TLC layer. Additionally, a variably thick layer will
introduce uncertainty into the observed temperature field. A rela-
tively uniform coating has traditionally been applied through the
use of an airbrush for the microencapsulated TLCs [11]. Applica-
tion of the un-encapsulated TLCs as documented by H6hman and
Stephan [14], Aligoodarz et al. [19] and Kenning et al. [15] has
been through use of a paint brush. However, Aligoodarz et al. [19]
mentioned significant difficulties in obtaining a continuous layer
through this application methodology. According to Hallcrest
[12], the liquid crystals (LCs) may be applied in their un-
encapsulated form through dilution with an appropriate solvent,
such as acetone, after which they are sprayed through an airbrush,
resulting in an improved thin uniform layer. This approach, how-
ever, is usually not recommended due to the hazardous nature of
most solvents. Similar methodologies of applying un-encapsulated
LCs with an airbrush have been used for obtaining shear stress
measurements. In these cases, the researchers diluted the LCs with
petroleum ether [25] or with Freon [26] before applying them with
an airbrush. No documentation, however, to the author’s knowl-
edge, is available for the application of TLCs in their un-
encapsulated form via an airbrush.

Through trial runs of applying the TLCs with a paint brush, the
difficulties observed by Aligoodarz et al. [19] were confirmed and
therefore this methodology was considered inadequate for produc-
ing reliable results. The use of an airbrush was then selected and a

620 / Vol. 128, JULY 2006

variety of trials both of mixture concentration and of application
were then performed to produce a sound application methodology.
The solvent used was acetone and concentrations by weight of
20:1 (solvent to TLC) based on the suggestions of Hallcrest [12]
were incorporated. This approach produced highly improved re-
sults in terms of coating uniformity and control of the coating. A
Badger Model 100 independent action airbrush was used for ap-
plication and it allowed for variation of the air to paint concentra-
tions independently during spraying. To improve the color vi-
brancy of the TLC response, it is common to apply a coat of black
paint before the TLC layer. This was incorporated in the current
coating application using a water-based black paint and also ap-
plying through the airbrush.

24 Measurement Apparatus. Two 1.5-mm-diam Type-T
(Omega special error limits material) thermocouples were placed
in each plenum chamber to measure the bulk fluid temperature
(Fig. 5). The output from these and other sensors was monitored
through an automated data acquisition system using the
LabVIEW™ software. The data acquisition hardware consisted of
National Instrument’s SCXI 1000 signal conditioning unit with
the appropriate modules and the NI 6052E 16 bit, 333 kHz data
acquisition card. A schematic of the data acquisition system is
shown in Fig. 5. Signals from the transducers were transferred
through the signal conditioning unit, then to the computer,
whereas the signals from the metering devices were directly trans-
ferred through the data acquisition card to the computer. Image
acquisition was performed in LabVIEW™ and the images were
captured at 640 X 480 pixel sizes in Red-Green-Blue format. The
Hue planes were simultaneously extracted and saved in tagged
image file format. Post-processing of the images and acquired data
was performed in MATLAB.

A detailed view of the image acquisition apparatus is shown in
Fig. 6. Light originating from the illuminator box is directed
through a single fiber optic cable. This has the advantage of keep-
ing any heat generated by the light source away from the TLC
coated surface. An EKE configured lamp was used with a color
temperature rating of 3250 K. Light passes through a polarizer
just before entering the zoom lens casing. Within the casing, it is
deflected to the test surface by a beam splitter. Depending on the
magnification required, the light may pass through an infinity cor-
rected objective for high resolution measurements or else through
the default auxiliary lens. Upon reflection from the surface, the
light is circularly polarized. It passes into the zoom lens through
the analyzer and is directed to the charge coupled device (CCD)
camera. The crossed polarizing lens pair is available to obtain
improved image quality. The light reflected by the TLC material is
circularly polarized and thus travels through the crossed polariz-
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ing pair essentially unaffected. The acquired image is then trans-
ferred directly to the computer as a national television system(s)
committee (NTSC) signal through a single Bayonet Neill-
Concelman (BNC) cable. Although the facility has the capability
of a crossed polarizing illumination setup, this was not utilized for
the circular tube configuration due to the reduced intensity ob-
tained when voltage was applied to the tube. The fiber optic illu-
mination source was instead fixed onto the zoom lens at a fixed
angle and directly illuminated the surface (Fig. 4 lighting
arrangement).

A liquid crystal display (LCD) television was used for real time
monitoring and for positioning. The video signal used in the tele-
vision loop comes from a separate output line in the camera, and
the benefit of this is to minimize the accumulated noise that can
occur by transferring the desired video signal through many com-
ponents. Image acquisition is obtained using a Sony 3-CCD ana-
log camera. The camera was connected to a variable zoom micro-
scopic video lens. The camera lens combination was mounted
onto a three-axis traverse through variable length stages each with
approximately a 1 wm resolution. This allowed for the length of
the channel to be monitored through traversing the entire length.
The lateral and vertical axis stages allow for fine tuning of the
position and focusing. Heater power was obtained through two
power supplies. One was a BK Precision switch mode power sup-
ply (Model 1692) with a voltage range of 2.7-15 V and a maxi-
mum current rating of 40 A. The second was a Good Will (GW)
Instruments power supply (Model GPC-1850) with a voltage
range of 0—5 V and a maximum current rating of 20 A. The un-
encapsulated liquid crystal material used was provided by LCR-
Hallcrest. The TLC material nominally had a red start of 40 °C
with a bandwidth of 10 °C.

3 Calibration

In order to obtain quantitative thermal data from the TLC re-
sponse, a calibration of the material is required. The requirement
of the calibration is to quantitatively relate the observed color to
the material temperature. Different methods are available for
quantifying the color observed and, in the current work, the hue
angle is taken as the color descriptor. The definition of hue in the
current work is the same as that recommended by Hay and Holl-
ingsworth [27], which is

V3(G-B) ) o

Hue(H) = arctan
) <2R—G—B

Journal of Heat Transfer

The perceived color of a TLC will depend upon the primary and
background light spectral characteristics, the camera viewing
angle and distance, the primary lighting angle and distance, the
light’s optical path, and the instance of the TLC application. For a
calibration to be fully valid the above must be maintained between
the calibration and the experiment. This is usually done through
an in situ calibration [28]. Choices for calibration include a linear
temperature gradient [29], a liquid bath or circulated liquid [27],
or an isothermal block [28]. A linear temperature gradient applied
to a metal block is advantageous in providing a quick calibration,
however the amount of calibration points is dependent on the
number of sensors employed along the gradient. An isothermal
bath or circulated bath provides the best means of obtaining a
truly isothermal surface, however it does require a liquid supply
that is either stirred or circulated. A constant temperature block is
usually difficult to work within maintaining the full viewing sur-
face isothermal and hence not recommended.

For the present study, a calibration based on circulating the
fluid through the channel was selected due to its ease of incorpo-
ration into the setup. The temperatures at the tube inlet and outlet
were measured and remained within 0.5°C of each other. The
fluid was slowly heated via the preheater and images captured at
incremental changes in temperature. One of the main observations
from this work is that the response of the un-encapsulated TLC
under increasing magnification will contain varying degrees of
noise and scatter. Figure 7 shows the histogram of a color re-
sponse from a constant temperature region 30 X 600 pixels. In or-
der to address this in an automated fashion, an intelligent calibra-
tion process is introduced.

To start, a region of interest (ROI) needs to be selected to base
the calibration curve on. Lighting, viewing angle, and coating
uniformity may all influence the calibration between two different
regions on the tube. To eliminate such influences a calibration
curve was produced for a number of regions in the image. The
minimum size for a given ROI is a single pixel, however to ac-
count for noisy pixels using statistics, a ROI size greater than one
pixel was utilized. Since the camera was traversed, this meant that
the ROI would be a particular tube location and that high accuracy
in traversing between set locations was pertinent. The ROI should
not be too large since local variability’s will not be captured. For
the present work, the image size was 60 X 640 pixels, which for
the selected ROI size of 4 X3 pixels, gives 3200 calibration
curves. It was intended to use a fifth order polynomial to fit the
calibration data, which is typical in TLC measurements. To manu-
ally verify the goodness fit of each curve would be too time con-
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suming and hence an automated approach that considers extrane-
ous cases was incorporated. These extraneous cases occurred
because of the few calibration data points captured and due to
scatter.

The number of calibration points was few due to the fact that
traversing occurred while the temperature was slowly rising. By
the time the camera was returned to a given location, the tempera-
ture had risen significantly. If an assumption is made that within
the valid calibration range the hue response will increase mono-
tonically with increasing temperature, the main point to verify is
that there are no maxima or minima occurring. If a minima or
maxima is present, modification of the calibration curve needs to
be addressed. It was found that using a third order polynomial will
produce a reasonably accurate calibration curve without these
minima or maxima locations. An automated calibration curve fit-
ting was utilized with an initial polynomial order of 5, but if any
local minima or maxima were present within a predefined region,
its order was reduced to 3. Figure 8 shows a calibration curve with
data points originally set to a fifth order fit then corrected to a
third order fit.

The hue angle is defined on a polar system and, hence, due to
scatter, hue values close to 0 deg may be present in the

48

O Calibration data /
-------- 5th order fit o/
— 3rd order fit ~

Temperature (°C)
~ ~ ~
N o [e2]

N
[=)

100 150 200
Hue angle (°)

0 50 250

Fig. 8 Corrected calibration curve with fifth order and third
order fits
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Fig. 9 Typical calibration curve fits at a fixed image location
for a number of tube locations

300-360 deg range and vice versa for hue values close to
360 deg. Compensation similar to that of Hay and Hollingsworth
[27] was incorporated whereby the negative angle was used when
such scatter occurs. This can be identified, for example, when at
high temperatures a low hue value is obtained, or at low tempera-
tures, a high hue value is obtained. The criterion used was that for
temperatures greater than 44°C with hue values less than 50 deg,
and for temperatures less than 44°C with hue values greater
200 deg, the negative hue angle was used. This adjustment was
used to prevent the fitted curve from producing large maxima and
minima. Consequently, pixel values analyzed during post-
processing were only considered if they fell within this hue range.
The ROI will have a particular scatter in the hue values and for
the present study, the nominal hue value was based on the median
of the hue values. With the above three conditions incorporated,
Fig. 9 shows typical calibration curves for a given image location.
Figure 10 shows a typical calibration curve for a given ROI that
was considered a good fit to the data. Such good fits were not
always possible due to scatter and noise as described above.
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Fig. 10 Typical good-fit calibration curve
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4  Test Procedure and Data Reduction

4.1 Procedure. Prior to each experiment, the TLC material
was calibrated as described in the previous section. To begin mea-
surements, the flow rate was set by adjusting the bypass valve and
the system was then left to run for about 10 min. Measurements
were carried out over a flow range of 20—160 ml/min, with inlet
temperatures ranging from 28.4 to 31.9°C and outlet tempera-
tures ranging from 32.9 to 38.3°C. The room lights were dimmed
and the tube was kept covered. Traversing began at the rear of the
tube where the wall temperature would be highest. The configured
magnification provided a field of view of 10.233 mm
X 7.671 mm, which translated into 15.53 um/pixel for the CCD
sensor size. Although the facilities’ magnification capabilities are
much larger, a higher magnification would have required more
traversing in order to capture the entire tube. This would require
more time and provide additional information unnecessary for the
purpose of the present work. After running flow through the sys-
tem, measurements were ready to be taken and the cover was
removed. The illumination system was turned on and the voltage
was slowly adjusted until the TLC color response was in the pre-
dominantly green range (~41-46.0°C). The system was then al-
lowed to come to equilibrium, which spanned 5-10 min, and af-
terwards a measurement was taken.

Three images were captured at a speed of 30 frames/s. These
color images were converted to hue angle, scaled on an integer
range from 0 to 255, and then averaged for each pixel location.
Simultaneously, the fluid temperature at inlet and outlet, as well as
the flow rate measurements, were captured. For each traversed
location, 2—-4 measurements were captured at a given flow rate
though the heater power may be adjusted between image capture.
During data reduction, the best images by visual inspection were
selected for final presentation. Whenever the voltage was ad-
justed, the illuminating system was turned off in order to mini-
mize any degradation to the TLC and external heat addition to the
tube as the system approached equilibrium.

The TLC calibration may change slightly over time. It was
important then to verify that over a measurement run, which could
be as long as 3 h, the calibration curve would not shift signifi-
cantly. To verify this, calibration data at a fixed location were
obtained at two different times 3.5 h apart. Between this time
period, the tube was left uncovered to simulate the experimental
runs. Figure 11 shows the data obtained from these two calibration
runs, determined from a ROI size of 4 X 3 pixels. As can be seen
in Fig. 11, the change in the calibration curve is insignificant, with
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a maximum temperature change of approximately 0.5°C. Hence,
the calibration taken prior to the measurements runs can be used
over the entire measurement period. Once an experimental run
was completed, the tube remained covered.

It is noted from Fig. 11 that a significant number of calibration
points were obtained compared to Fig. 10. This is due to the fact,
as mentioned earlier, that this particular calibration was performed
without traversing and therefore small temperature rises could be
captured more easily. Performing a calibration at each location
separately for the results presented was not performed since it is
too time intensive.

4.2 Data Reduction. The local Nusselt number was calcu-
lated as
_ho
kIoc

The local heat transfer coefficient (h,) was obtained through the
following convective heat transfer relation
qH
b= 3)
g (Tw,xy - Tb,x)

The heat flux was calculated based on the fluid enthalpy change
given by

Nu, 2

- me(Tout - Tin)
DL peated

4

(4)

The local fluid bulk temperature (Ty,) was determined from an
energy balance and at each streamwise location was

X (5)

Properties for the above calculations, except the local Nusselt
number, were based on the average fluid temperature between
inlet and outlet. The properties were obtained from Kays and
Crawford [30] and were interpolated between temperatures. T, ,
was based directly on the TLC measurement. Estimation of the
internal wall temperature assuming one-dimensional heat transfer
through the tube wall thickness gave a wall temperature gradient
less than 0.3°C. This was well within the wall temperature uncer-
tainty and hence was assumed negligible.

4.3 Uncertainty. The uncertainty in the TLC temperature was
calculated similar to the methods discussed in Hay and Holling-
sworth [27] and in Chin [17]. The wall temperature uncertainty
was taken to be

dT _ \2
6Ty = \/<E(SH) + 6T2,4+ (2 X SEE)? (6)

where dT/dH is the sensitivity in the temperature hue curve,
which was either a fifth or third order polynomial as discussed
earlier. The parameter SH represents uncertainty in hue for the
ROI and, since the ROIs were small (12 pixels), a constant value
of 1 deg was selected instead for the scatter. An additional 2 deg
bias was added for the RGB to composite signal conversion un-
certainty. In addition, &Tgiq Was the uncertainty of the thermo-
couple probes used to measure the fluid temperature during cali-
bration. Finally, the standard error estimate (SEE) takes into
account the error in the polynomial curve fit and is typically de-
fined as

n 1/2
SEE=| >, [Ti(h) - Tai(M /(= j-1) 7
i=1

The calibration yielded only a few points for each tube section
and sometimes produced points with large scatter that may sig-
nificantly alter the SEE unreasonably. A constant value was in-
stead selected for the SEE based on repeated observations of the
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Table 1 Typical parameter uncertainty for results obtained in
this study

Parameter Uncertainty

Local Nusselt number, Nu 23.7%
TLC temperature, T,, 1.1°C
Inlet/outlet temperatures, Tyqyig 0.7°C
Reynolds number, Re 7.78%
Flow rate 7.60%

D xPr Re, X 9.60%
Normalized distance, x/D 16.20%

calibration curves of 0.5 °C. Typical uncertainties for the param-
eters considered in the results are listed in Table 1.

The uncertainty in the local Nusselt number is high, but this is
due to the use of a heat flux derived from the fluid enthalpy
change which is a function of Tg,;q. The use of the fluid enthalpy
change rather than the applied power for determining the heat flux
was selected for two reasons. First and primarily, due to the fact
that the lead connection to the tubing produced a nonnegligible
resistance, and so the measured power included some heat dissi-
pation at the leads, which was unknown. The room temperature
resistance of the tube measured directly was 0.22 (), while the
room temperature resistance of the tube measured through the
lead wires was approximately 0.3 €). This difference was not due
to the lead wire lengths as their resistance was measured prior and
found to be negligible. The difference was therefore due to the
resistance at the lead wires connection to the tube. The heater
power dissipated based on Joule heating may be obtained from
P=12R, with P as the power in watts, | as the current in amps, and
R as the resistance in ohms. For a given current, the ratio for two
different resistances gives also the ratio of power dissipated. Fur-
thermore, for the resistances quoted above at a given current, a
power ratio of 73.3% was obtained.

The energy input based on fluid enthalpy rise compared to that
based on the measured current and voltage ranged from 74 to
79%, which confirms the discrepancy observed between these two
measurands. For this reason, the fluid energy rise was considered
a more accurate measure of the energy transfer to the fluid. The
second reason for using the fluid energy rise is that it eliminates
the need to estimate the energy loss to the environment. If instead
the measured power was used, an estimate of typical uncertainty
in Nusselt number showed that it decreased from 23.7 to 12.7%.
This value is typical of what is quoted in most works. The wall
temperature uncertainty determined from the TLCs of 1.1°C is
similar to that of other researchers [18].

5 Results

Figure 12 shows a sample of the surface temperature variation
observed as well as the corresponding fluid bulk temperature de-
duced from Eq. (5). This dataset is from a condition whereby the
heater flux was kept constant at each traverse. The data are from
six separate images, for a range of 40—-100 x/D and is for a Rey-
nolds number of 610. The wall temperature rises with an approxi-
mately constant slope from 41 to 44°C, as would be expected for
a constant heat flux boundary condition. Such a distinct wall tem-
perature slope was not always observed, particularly for the higher
flow rates, whereby the wall temperature rise was much smaller.
The wall temperature data is a streamwise average over the visible
surface and has been down sampled for visual clarity. Figure 13
shows the streamwise averaged variation of the Nusselt number
for the laminar flow cases, which was generated by considering
approximately 90 diameters of tube length, which is a combina-
tion of nine adjacent tube sections imaged separately. For each
tube section, there is a calibration curve for a region size of 4
X 3 pixels, and each averaged data point consisted of 60 spanwise
pixels. The data are compared with the analytical solution for
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thermally developing circular tube flow with a constant heat flux
boundary condition [31]. This solution has been demonstrated to
have good agreement with other experimental data for tube flows
down to 125 um [22]. The results presented in Fig. 13 are in good
agreement with this solution, showing a decreasing trend towards
the fully developed value of 4.364. There is some scatter between
the cases, which is partially due to the noisy response of the liquid
crystal (Fig. 12). Other discrepancies will arise from the ability to
repeatedly traverse to a given section during both calibration and
experimentation.

In Fig. 14, the streamwise averaged Nusselt number is plotted
for the laminar and turbulent flow rate cases. Each streamwise
plot is a combination of nine tube sections imaged separately. For
the laminar flow cases, the Nusselt number trend is relatively
smooth, showing a slight decrease in the initial length, followed
by a constant trend for the remaining length. For the turbulent
cases, however, the Nusselt number is slightly oscillatory, particu-
larly farther downstream. These oscillations are not physical phe-
nomena since the Nusselt number should be constant. Rather they
are due to noise in the images and local nonuniformities in the
coating. It was observed that the application of the voltage had a
minor influence on the TLCs and produced some coalescing of the
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Fig. 13 Streamwise averaged Nusselt numbers for laminar
flow cases
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coating, hence some of the local nonuniformities. Local nonuni-
formities also arose due to dust particles settling on the coating
over time. This was a further reason for the localized calibration
methodology developed. Variation between tube sections will be
due to minor fluctuations during measurement in parameters such
as the flow rate as well the inability to reproduce the original
positions during traversing. In addition, between traversing for a
fixed flow rate, the heat flux was periodically adjusted as men-
tioned earlier to have the wall temperature within the TLC’s active
and reliable range.

The averaged Nusselt number for the laminar and turbulent
flow cases is shown in Fig. 15. Two sets of data are presented,
from experimental runs on different days. The turbulent results are
compared with two heat transfer correlations for fully developed
flow in smooth circular tubes. The laminar results were compared
with an analytical solution for thermally developing flow with
constant heat flux boundary condition in a circular tube. For the
turbulent results, one correlation is by Gnielinski [32] for macro-
size tubes
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Fig. 15 Variation of the averaged Nusselt number with Rey-
nolds number with comparison to correlations
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_ (f/8)(Re - 1000)Pr
T 1+12.7(f18)2(Pr?R - 1)

®)

where
f=[1.82 " log(Re) - 1.64] > 9

The second is the Dittus—Boelter [33] correlation also for macro-
size tubes and given by

Nu =0.024 - Re®8pr04 (10)

For the laminar results, the following solution, which gives the
averaged Nusselt number at a streamwise location for laminar
flow, was used [31]

0.046
( )1/3

The turbulent results are in very good agreement with the cor-
relation given by Gnielinski, whereas the Dittus—Boelter correla-
tion appears to over predict the heat transfer. Equation (10) is in
the functional form for which most experimental correlations of
turbulent heat transfer are based [34]. Whereas, Eq. (8) has a
similar functional form as the analytically derived relation for
turbulent flow heat transfer inside tubes [30]. Both relations, how-
ever, have constants derived from empirical methods. The data
suggest that the combination of the functional form and the em-
pirically derived constants of Eq. (8), provide a better prediction
for turbulent heat transfer in smooth tubes, under the present con-
ditions. Additionally, it is noted that Eq. (8) is the recommended
choice for turbulent heat transfer predictions in smooth tubes for
the present conditions [30,33]. The figure also shows data from
two separate days demonstrating the good repeatability. The lami-
nar results are in very good agreement with the analytical solu-
tion, and this was expected since it is derived from the same
solution used in the comparison for Fig. 13. Although limited
results are presented they do suggest a laminar-turbulent transition
in the range of 2000-2500. This is as expected from macrotube
measurements and shows that for the presented conditions macro-
tube considerations are valid.

Nu=4.364+ ——5 (11)

6 Conclusion and Recommendations

The development of a method utilizing un-encapsulated ther-
mochromic liquid crystals for local heat transfer measurements in
a microchannel has been described in the above. To the authors’
best knowledge, this is the first use of this form of liquid crystal
for heat transfer measurements in a channel this small. The un-
encapsulated LC form is difficult to handle and significant scatter
and noise may be present in measurements with increased magni-
fication. A localized calibration is utilized to minimize the influ-
ence of lighting, viewing, and local variability’s. A large number
of calibration curves are obtained from this approach and so au-
tomation, as well as logical filtering, are necessary. The calibra-
tion data generated are demonstrated to be insignificantly altered
over the course of an experimental run. The use of an airbrush is
found to produce a significant improvement in coating uniformity
and thickness control as compared to application with a paint-
brush.

The motivation for the methods developed was the need for
increased and improved measurement in mini and microchannels.
Three channel configurations were discussed and, due to difficul-
ties in the first two arrangements, attributed to the combination of
the TLCs and small size, results are presented for only the third
configuration, which is a circular tube. The results demonstrate
that the conventional size analytical solution for laminar flow is
adequate for predicting the local heat transfer in thermally devel-
oping flows inside a 1 mm nominally sized circular tube. In addi-
tion, the Gnielinski correlation for conventional size channels is
adequate for predicting the average heat transfer in a 1 mm nomi-
nal size circular tube.
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The circular tube design was easily configured from readily
available parts and is an effective approach for channel heat trans-
fer studies of diameters down to 250 um. The Nusselt number
uncertainty is higher than most similar work, and this is due to the
definition of heat flux based on fluid enthalpy rise rather than
generated energy. This definition was selected since it gave a more
accurate measure of the heat flux, as opposed to the direct mea-
sure, which contained an unknown amount of heat dissipation.
Some of the scatter and noise in measurements was introduced
due to the need to traverse the test surface. It is noted that during
application of the voltage on the circular tube geometry, the TLC
material coalesced in some regions altering the surface uniformity
and a slight dimming of the response intensity occurred. This was
not observed in the other two geometries and was not documented
in previous heat transfer experiments utilizing the un-encapsulated
TLCs. This observation highlights the need for additional work
related to the use of the un-encapsulated form of TLCs for engi-
neering thermometry applications, as they are a promising poten-
tial for microthermography applications. A major drawback in the
use of the un-encapsulated form of TLCs as utilized in the present
work, is the considerable noise in the response. The authors have
observed that significant improvement in vibrancy and continuity
in spatial response can be obtained using a cover in direct contact
with the TLCs. This was not possible for the circular tube, how-
ever it will be implemented in future work to be carried out on
thermal microsystems Overall, the methods developed and uti-
lized have been shown to provide the local heat transfer coeffi-
cient in a microchannel of 1 mm nominal size, and they are a
viable approach for geometries of smaller sizes.

Nomenclature
Cp = specific heat, kJ/(kg K)
D = inner tube diameter, m
f = friction factor
= heat transfer coefficient, W/(m? K)
i = index
j = order of curve fit
k = thermal conductivity, W/(m K)
L, = heated length, m
m = mass flow, kg/s
n = number of data points
Nu = Nusselt number
Pr = Prandtl number
q” = heat flux, W/m?
Re = Reynolds number, with respect to tube inner

=

diameter
T = Temperature, K
X" = x/RePrD
Subscripts

b = fluid bulk condition
fit = curve fitted parameter
fluid = fluid condition

in = inlet condition
loc = local condition
out = outlet condition

w = wall

x = streamwise location
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Thermal Transport Due to
Phonons in Random
Nano-particulate Media in the
Muiltiple and Dependent
(Correlated) Elastic Scattering
Regime

Effects of multiple and dependent or correlated elastic scattering of phonons due to
nanoparticles on thermal transport in random nano-particulate media (random phononic
crystals) are investigated in this paper under various approximations. Multiple scattering
means that the scattered wave from one particle is incident on another particle to be
scattered again. Dependent scattering means far-field interference of the scattered waves
due to phase difference, which isignored in the independent scattering regime. Multiple
and dependent scattering effects become important when the interparticle distance is
comparable to the wavelength of phonons. Results show that multiple scattering prima-
rily affects the velocity and density of states of phonons and dependent scattering prima-
rily affects the mean free path of phonons. Effects of both multiple and dependent scat-
tering increases with increasing volume fraction of nanoparticles. Modification of these
parameters affects the equilibrium phonon intensity and the thermal conductivity of
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1 Introduction

Materials using nano- and microparticles are going to play very
important roles in future thermal technologies. Some potential ap-
plications of nanoparticles for thermal technologies have already
been demonstrated [1-6]. Kim et al. [1] fabricated superlattices
made with nanoscale islands of ErAs. In their study the nano-
islands of ErAs were approximately 10 nm in size. Soyez et al. [2]
fabricated yttria-stabilized zirconia with nanoscale grain size to
reduce the thermal conductivity for enhanced insulation proper-
ties. Bao et al. [3] used nanoscale germanium/silicon quantum dot
structures to enhance the thermoelectric properties of superlat-
tices. In their study the height of the quantum dots was 4 nm.
Khitun et al. [4] and Liu et al. [5] used nanoscale spherical quan-
tum dot structures to reduce the phonon thermal conductivity to
increase the efficiency of thermoelectrics. Wan et al. [6] have used
nanoparticles in superconductors for which efficient thermal trans-
port is very important.

The advent of the nanotechnology means that nanoparticles can
be used in various applications at will. Depending on the size,
temperature, and the properties of these nano- and microparticles,
the physics of thermal transport can fall into various regimes. One
such regime is where these particles serve as scatterers of heat
carriers. If phonons are the heat carrier in the host medium then
this can happen if the size of the particles is very small or the
temperature is very low or a combination of both [7]. Increasing
the number of scatterers in a medium decreases the thermal con-
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ductivity of the medium in the independent scattering regime.
This has been the thought behind numerous experimental works
[1-5] on decreasing the thermal conductivity of materials.

The general direction of nanoscale heat transfer is to develop
predictive models for thermal conductivity [8]. Scattering of
phonons with particles has been studied extensively in the past
[9]. Almost all the work on thermally excited phonons and their
thermal conductivity in particulate media where the particulates
participate as scatterers invokes three assumptions regarding elas-
tic scattering with some exceptions [4,5,10]: (1) Scattering is iso-
tropic, (2) scattering is independent, (3) effect of multiple scatter-
ing is negligible. Recently the author modified the equation of
phonon radiative transport [10,11] to include the effects of aniso-
tropic elastic scattering on phonon transport and showed that pho-
non scattering is highly anisotropic depending on the acoustic
mismatch. Khitun et al. [4] and Liu et al. [5] considered the modi-
fication of density of states due to multiple scattering in the inde-
pendent scattering regime assuming isotropic scattering.

If the particles or the scatterers are far from each other, it is
possible to study the scattering by one particle without reference
to the others, which means that scattering is independent. The
term far from each other is with respect to the wavelength of the
phonons. It is the ratio of the interparticle distance and the wave-
length that decides whether scattering is independent or not. If the
ratio of interparticle distance and the wavelength is much larger
than 1, then independent scattering is a good assumption. In inde-
pendent scattering, the phases of the scattered waves from various
particles have no systematic relation between them, due to the
assumption that the scatterers are distributed completely ran-
domly. Therefore, the net effect is that for all practical purposes
the intensities scattered by the various particles can be added
without regard to phase [12]. If the volume fraction of the par-
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ticles is high then, depending on the size of the particles, the
assumption of independent scattering can break down and the ef-
fects of multiple and dependent scattering need to be considered
because the wavelength of the phonons can become comparable to
the interparticle distance. Therefore, dependent scattering is im-
portant in the long-wavelength regime where the ratio of the in-
terparticle distance and wavelength is close to 1. It is to be noted
that dependent scattering term is widely used in the thermal radia-
tion literature [13-15]. Multiple scattering means that a scattered
wave from one particle is incident on another particle to be scat-
tered again. Multiple scattering affects the dispersion relation (the
relationship between frequency and wave vector) in the medium
(to be shown later). When the particle volume fraction increases,
it cannot be assumed that the particles are distributed completely
at random because they have finite size. The randomness of the
particles also depends on the wavelength of the energy carrier. If
the interparticle distance is comparable to the wavelength then
assumption of completely random particles is not valid. Since the
interparticle distance is a function of the volume fraction and the
particle diameter, the assumption of complete randomness will
depend on the volume fraction, diameter, and the wavelength of
the energy carrier. For a given volume fraction, the interparticle
distance is smaller for smaller diameter of the particles. Therefore,
for a given volume fraction, a system made from nanoparticles is
more prone to dependent scattering effects as compared to larger
particles. Similarly if the particle size is fixed, then interparticle
distance is smaller for higher volume fractions. Therefore, for
larger particles dependent scattering effects can be observed at
higher volume fractions. Since, depending on the volume fraction
and diameter of the particles, interparticle distance can become
comparable to the wavelength, there is a systematic relationship
between the phase of the scattered waves from various particles
[16] and interference between the scattered waves from various
particles becomes important. In this regime the scattering is con-
sidered to be dependent or correlated, i.e., scattering by each par-
ticle is not independent of other particles. Dependent scattering
means far-field interference of waves scattered by the different
particles due to phase difference, which is ignored in the indepen-
dent scattering regime. One immediate consequence of dependent
scattering is that the intensity of the scattered wave from various
particles cannot be simply added, which is done in the case of
independent scattering. Mostly multiple scattering and dependent
scattering have been treated separately in the wave literature
[17-19], however in reality both effects are present and in the
most general theoretical treatment multiple and dependent scatter-
ing are interrelated [16]. Dependent scattering is important only if
the distance between the scatterers is comparable to the wave-
length, whereas multiple scattering is always present due to the
multiple number of scatterers.

The effects of multiple and dependent scattering on thermally
excited phonons and their thermal conductivity has largely been
neglected in the literature primarily due to the lack of any practi-
cal need. As written in the earlier paragraph, however, due to the
advent of nanotechnology, it is now easy to make composites with
particle sizes ranging from nanoscale to macroscale, with volume
fraction ranging from very small to very large. As the volume
fraction increases, multiple and dependent scattering effects will
become very important. Understanding the impact of multiple and
dependent scattering on thermal transport due to phonons will
become very important.

It is important to remember, however, that wave literature is full
of work done on understanding the effects of multiple and depen-
dent scattering on wave transport [16—20]. A great amount of re-
search has been done in the area of phononic band gap materials
(PhBG) [21,22]. In research related to PhBG the composites are
periodic and give rise to band gaps if the wavelength of the wave
is comparable to the period of the lattice. The focus of research on
PhBG has been on calculating the density of states and the effec-
tive wave speed. No calculation on PhBG materials has been re-
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ported for thermally excited phonons. Similarly, no calculation
has been reported on the thermal conductivity of PhBG materials
in the literature. For thermal conductivity calculations both wave
speed and the effective attenuation of the wave will be important.
In this paper the focus is on assessing the impacts of multiple and
dependent scattering on thermally excited phonons and its associ-
ated thermal conductivity in random nanoparticulate composites,
i.e., random phononic crystals.

In this paper we systematically investigate the effects of mul-
tiple and dependent scattering on thermal transport due to
phonons in nano-particulate media under various approximations
for spherical particles. We compute the effects of multiple and
dependent elastic scattering by particles on (1) the phase velocity
(v) and group velocity (vg) of phonons, (2) the density of states
(D(w)) of phonons, (3) mean free path of phonons, and (4) equi-
librium phonon intensity. Modification of equilibrium phonon in-
tensity and mean free path affects the thermal conductivity of
phonons. The Rayleigh scattering regime is investigated in detail,
as dependent scattering effects are very important in the Rayleigh
scattering regime due to larger values of phonon wavelength.

The equation of phonon transport in particulate media can be
written as [10]

al
pE =K (1= 1,) J DO — Q)1 (1)
X am ),

where u is the direction cosine, | the intensity, I the equilibrium
intensity, o the frequency, K, and « are the attenuations due to
inelastic scattering and particle scattering (elastic scattering), re-
spectively, and & is the phase function for the scattered wave
from solid angle ; to ; w in the subscript indicates that | is a
function of w. The equilibrium intensity in Eq. (1) is given as [10]

1 1

0 -
I°(T,w) = 47Tvg(w) (_(u) B
&P kT

where T is the temperature. Equations (1) and (2) can be written
for each acoustic phonon mode.

It is to be noted that Eq. (1) is valid for particulate media only
if the energy transport inside the particles falls in the wave re-
gime, i.e., the mean free path (m.f.p) of phonons is much larger
than the characteristic dimension of the particle. This aspect was
discussed in details in the earlier publication [10]. The scattering
term due to particles («) in Eq. (1) is derived solely based on
matching the boundary conditions at the particle/medium interface
assuming wave behavior. The implicit assumption inside the par-
ticle is that energy transport can still be treated like waves. If the
particle diameter is much larger than the energy carrier m.f.p, then
Eqg. (1) is not valid for the particulate media as a whole. In that
situation Eq. (1) has to be applied separately in the particle and
the medium and the boundary conditions have to be matched at
the particle/medium interface. Note that as long as the waves are
coherent within the particle, i.e., particle size is much smaller than
the phonon m.f.p, Eq. (1) is valid. The question that is still unan-
swered is when does one consider a particle as scatterer and use
Eq. (1) to describe the whole system versus when Eq. (1) has to be
applied separately in the medium and the particle. Simkin and
Mahan [23] have proposed that if the characteristic dimension is
less than the m.f.p of phonons, then energy transport should be
treated from wave point of view, however it is still not clear as to
what the demarcating criteria is. The m.f.p of phonons in silicon is
approximately 250 nm at room temperature as calculated by Chen
[24] and Ju and Goodson [25]. The size of the particles in various
studies mentioned earlier [1-5] is approximately of the order of
10 nm or less. Therefore, it is reasonable to expect that for these
particle sizes Eq. (1) is valid and the energy transport in these
particles can be treated on the basis of coherent wave transport.
Note that m.f.p of phonons can be as high as 100 um at very low

f wD(w) (2)
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temperatures in crystalline materials such as silicon, making Eq.
(1) more appropriate for thermal transport in nano-particulate me-
dia at low temperatures. M.f.p of phonons in crystalline solids is
primarily due to two types of scattering [11]. At very low tem-
peratures boundary scattering dominates and at somewhat lower
temperatures (typically around the thermal conductivity maxima)
elastic scattering due to the presence of impurities dominates and
at high temperatures three phonon Umklapp inelastic scattering
dominates. The nature of transport in the particle will depend on
the absolute value of the m.f.p [7,23]. Therefore, as long as m.f.p
of the phonons is much larger than the particle size, irrespective of
the nature of scattering in the host medium, Eq. (1) is applicable.
However, since elastic scattering dominates over Umklapp scat-
tering at low temperatures, effects of multiple and dependent elas-
tic scattering are also expected to be more important at low tem-
peratures. The question which this paper does not address is
whether Umklapp scattering will have any dependent scattering
effects.

If the medium is made of an amorphous material, then treating
the energy transport inside the particles as wave transport is not
valid in most cases because the m.f.p in amorphous materials is of
the order of a few nanometers [26]. Therefore, dependent and
multiple scattering effects will not be important for amorphous
materials.

As already discussed, there are two fundamental length scales
for phonon transport in particulate media: (1) m.f.p of phonons,
(2) wavelength of phonons. M.f.p of phonons decides whether the
energy transport in the particles in a medium falls in the wave
regime or the particle regime. If the energy transport in the par-
ticles falls in the wave regime then the particles’ server as the
scatterer of phonons and Eq. (1) is applied over the whole system.
Therefore, the ratio of m.f.p of phonons and the particle size de-
cides whether the energy transport falls in the wave regime in the
particles. If the energy transport falls in the wave regime in the
particles, then the ratio of the wavelength of phonons and the
interparticle distance decides whether the scattering is dependent
or not. Therefore, the analysis presented in this paper is valid
when the energy transport in the particles fall in the wave regime.

Under the diffusion approximation it can be shown that the

thermal conductivity (A) can be written from Eq. (1) as [10]
4o [ 1 d®
A== ——————de 3)

3 ), Kyta(l-(@)dT

where (®) is the asymmetry factor [10] due to anisotropic nature
of scattering and wy is the maximum allowable frequency, which
in the case of linear dispersion is the same as the Debye fre-
quency. Computation of (®) and « need the formulation of the
scattering function (F(6, ¢)) where 6 is the polar angle and ¢ is
the azimuthal angle. F(6, ¢) gives the angular variation of the
intensity of the scattered wave.

2 Elastic Scattering From a Single Scatterer

The scalar acoustic wave equation is used in this paper instead
of the vector elastic wave equation [27] to reduce the mathemati-
cal complexity and to focus on the physics of multiple and depen-
dent scattering. The basic physics and equations for multiple and
dependent scattering will remain the same for both scalar and
vector wave equation. It is also to be noted that almost all the
work done on phonon scattering in literature has used the scalar
wave equation [5,6,9].

The scalar wave equation is

V2P = 17P (4)
v

where P is the stress field and t is the time. Assuming sinusoidal
wave form P=pe'®! where o is the frequency of the acoustic
wave, Eq. (4) reduces to
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(V2+K)p=0 (5)
where k= w/v is the wave vector. The medium is denoted as 1 and
the scatterer is denoted as 2. The scattered wave is Pg=€™'“%, It
can be shown that in the far field (r — ) that the scattered field is
(28]

D iAL(2n+1)P(cos H)ek’
n=0
=- 6
Ps ot (6)
where P,(cos 6) is the Legendre function and A, is the scattering
coefficient. A, is obtained by applying the boundary condition of
stress and velocity continuity. In evaluating A, the amplitude of
the incident wave is assumed to be 1. The intensity of the wave is
obtained by averaging PSP; (* denotes the complex conjugate)
over one period which for a since wave is proportional to the
square of the amplitude [29] divided by 2. Therefore, the intensity
of the scattered wave (lg) is given by

> AAL(2m+ 1)(2n+ 1)P,(cos 6)P,(cos 6)
|.= psps 1 me0n=0
T2 kzr 2

(7
Since the incident wave has unit amplitude, the intensity of the
incident wave (l;) is 1/2. The scattering function is given by [12]
F(0):k§r2(lslli). Therefore, for acoustic waves

% oo

F(0,0)= 2 >, ApAd(2m+1)(2n + 1)P,(cos 6)Py(cos 6)
m=0 n=0
(8)
and [28]
_ _ In(ke@)jn(ks@) — ghin(kza)jn(ksa) ©)
" in(k@h(ka) - ghjn(kea)hy (k@)
and k; is the wave vector in medium 1, k, the wave vector in
medium 2 (scatterer), j, the spherical Bessel function, h,, the
spherical Henkel function of first kind, g=p,/p; where p is the
density, h=v,/vy, and a is the radius of the scatterer. The primes
in Eq. (9) represent differentiation with respect to the variables in
the bracket.
The scattering cross section (C) of a single scatterer is given as

27TF
J f FO9) Gin oo = k22(2n+1>AnAn (10)

1 n=0

The phase function ® is given as [10]

D6, ) = 477 F(e qS F(6,®) (11)
f f F(6, ¢)sin 6dod¢
In addition, the asymmetry factor (®) is given as
T 2T
(D)= if f (6, p)cos Fsin 6dodep
am )y J,
Re>, (n+1)AAL,
n=0
=2— (12)
> @en+ DAA,
n=0

For Rayleigh scattering (long wavelength limit) only the first two
terms are important in A,,. They are given as
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R
Ay = 3 X3, A= |?2xf
where x;=k;a=2mal/\; (A=wavelength) is the size parameter,
Ry=1/(gh?)-1 and R,=(g-1)/(2g+1). From Eq. (11) ¢ for Ray-
leigh scattering is

(13)

_ (Ry + 3R, cosf)?
R? +3R3

Scattering due to the presence of multiple, scatterers is investi-
gated in the next four sections under various approximations and
regimes: Independent, dependent, multiple, and multiple-
dependent scattering.

(14)

3 Independent Scattering Approximation (ISA)
The total field, PY, due to scattering from N number of scat-
terers can be written as
N

PP =" pcos(wt - )

j=1

(15)

where the amplitude ps (Eq. (6)) of the scattered wave is assumed
the same for each scatter (only particles of same size considered
in this paper) and W; denotes the phase of the scattered waves
from each scatterer. In the independent scattering, the scatterers
are distributed completely at random as mentioned earlier. There-
fore, variation in W; is also completely random. Total intensity
(I“") of the scattered wave from N scatterers can be computed by
averaging PY"PY™ over one time period. Since the W; is random it
can be shown by taking an average of 12" over all p053|ble values
[29] of W, that 1¥'=1;,4=Npgpg/2= NIS, i.e., in the independent
scattering reglme the intensity of the scattered wave from all the
particles is added as mentioned earlier. Similarly, the effective
attenuation is
3¢

=zC= A C
where z, is the number of scatterers per unit volume and ¢ is the
volume fraction of the scatterers. For Rayleigh scattering case,
dimensionless attenuation is (Egs. (10), (13), and (16))

Qing _ R;+ 3R
(Xi/a) 3
In addition, it can be shown that

(16)

Qind =

¢ a7

(P)=275" (18)

Ri+3R;

4 Dependent Scattering Approximation (DSA)

Radiation thermal transport communities [14,15] have exten-
sively dealt with the dependent scattering phenomenon. The same
learning can be applied for thermal transport due to phonons,
however there are a few subtle differences between photons and
phonons. The dominant wavelength of thermally excited photons
by applying Wien’s displacement law at room temperature is in
the range of micrometers [30]. Even in the visible range the wave-
length of the photons is in range of 0.4—0.7 um [30], whereas the
dominant wavelength of thermally excited phonons is in the range
of a few nanometers at room temperature [31]. The dominant
wavelength of phonons is in the range of 50—100 nm in crystal-
line solids at very low temperatures [31]. Therefore, interparticle
distance also has to be of the order of a few nanometers to observe
dependent scattering effects in phonons. Since the interparticle
distance depends on the volume fraction and the particle size, it
will be in the nanometer regime for nanoparticles for nominal
volume fractions. Therefore, to observe the effects of dependent
scattering in phonons, nano-sized particles are necessary, whereas
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for photons micron-sized particles can give rise to dependent scat-
tering phenomenon as evidenced by literature on photon transport
in the dependent scattering regime [32]. This aspect is discussed
in details in Sec. 7.

There are two pertinent length scales involved in the scattering
of plane waves as shown in Fig. 1. First length scale is the size
parameter x; and second length scale is 8/\ where § is the inter-
particle distance and \ is the wavelength of phonons. The value of
SI\ decides if the scattering is dependent or independent as dis-
cussed before.

The total field due to scattering from N number of scatterers is
(Eq. (15) rewritten)

N
PP = > pcos(wt - ¢) (19)
=1
Therefore 12" is
27w
Ptsotptsot*dt I ,
0 *
|t50t =D = w/(Zw)pspSf (2 cos(wt — l//J)) dt
f dt o
0
(20)
It can be shown that the above equation reduces to
P p* N N
I$==22 2 cos(ys -~ ) (21)
i=1 j=1

In ISA, W; and W; are assumed to be random, however in DSA no
such assumption will be made and interference effects will be
captured. The phase difference (W;-W;) can be shown to be
[33,34]

b= (22)
where rj; is the vector connecting O; and O; as shown in Fig. 1.
The term s is the difference between the unit incident wave vector
Sp and the unit scattered wave vector S in the direction 6 divided
by the wavelength \. Thus s=(S-Sy)/A and [15,33] s=|s
=2sin(#/2)/N. The phase difference arises due to different
lengths traveled by the incident and scattered waves for different
particles at any location. This is shown schematically in Fig. 1

2@t . s
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between planes A and B. Equation (22) can be derived by consid-
ering the path traveled by the incident and the scattered wave for
different scatterers. Therefore

+« N N
1= %E > cos[27sr;jcos ]

i=1 j=1

(23)

B s the angle between r;; and s as shown in Fig. (1). As the vector
rij takes on all positions in the space, 3 takes all values at random,
and the effect of this random orientation can be obtained by av-
eraging Eq. (23) over all solid angles. Thus

4
f ar cos[2arsry; cos B1d€Y/ (4m)
0

= 1/2] cos[27srj; cos B]sin BdB

0

:S|n(27TST|])/(27TST|J) (24)

Therefore

|tot pspsz 2 S|n(27rsr (25)

i=1 j=1 27TSF|J

In performing the above summation, it is necessary to consider
one scatterer and to carry out the summation over all distances
and to all scatterers of the array including the origin scatterer and
then to allow the origin scatterer to be every scatterer in the array
in turn. Summations for any scatterer with respect to itself lead
simply to unity in each case. Therefore, Eq. (25) reduces to

Ito[ psps<N+ 2 zsln(Z’ﬂSI’ ) (26)

i=1i#j j=1 271-SrlJ
where the summation now excludes the origin scatterer. Equation
(26) can be written as

ot = | (N+ > 2 sin@2mstyy) ))

@7)
i=1i#j j=1 27.‘-S‘rlJ

where I is the scattered intensity due to single scatterer (Eq. (7)).
Now various parameters for dependent scattering can be easily
defined. Equation (27) can be written as

Ideples>< (1"'_ E 2 Sln(2775r

i=1i#j j=1 27sr IJ

) =ligH(0) (28)

where H(#0) is the form factor due to dependent scattering and is
given as

(29)

H(O) = (1+_ E Esm(2wsr )

i=1,j#1 j=1 27rstjj

Using Eq. (28) and definition of various parameters, it can be
shown that the dependent scattering function is

F(60)gep = H(O)F(0)ing (30)

where F(6)inq is given by Eqg. (8). Once F(6) is known, all the
relevant parameters can be computed and are given as

Saep f f H(6)D(0);4sin(0)d6d e (31)
alﬂd

(Ddep Zind H(H)q)lnd (32)
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T 2T
ff H(O)P(6)cos(h)sin(6)dod¢p

<Cp>dep = (33)

f f H(6)P(H)sin(H)dod¢
0 0

For independent scattering H(#)=1 and Eqgs. (31)—(33) reduce to
the independent scattering results. Under the assumption of a con-
tinuous and infinite distribution of scatterers with number density
distribution of z(r), the double summation in Eq. (29) can be
replaced by an integral with respect to r [15,34]. Therefore

sin(2rsr)
——dr
27K

H(6) = 1+f A7r%z(r)
0

sm(27-rsr)

=1+f 4t (2lr) - 2~ ——
0

+ J 4ar?z,
0

where z, is the average number density (number of scatterers per
unit volume). It can be shown that second integral in Eq. (34) may
be taken as zero [34]. Therefore

in(2
sin( 7rsr)Olr

27sr (34)

sin(2rsr)

H(9) =1+ f Aqr?(z(r) - z)———dr (35)
0

27sy

The term z(r) is also called the pair correlation function; z(r)
means that the local number density of the scatterers can be higher
or lower than the average number density. If there is no correla-
tion between the scatterers then z(r)=z, and H(#)=1 which is the
independent scattering result. This function represents the likeli-
hood of finding the center of neighboring particle at some distance
r from the central particle. Drolen and Tien [14] have discussed
various pair distribution functions. Among various pair distribu-
tion functions Percus-Yevick (PY) [14,35] integral equation with
appropriate particle-to-particle interactions is the best and can be
used for larger volume fractions. The PY model has been very
successful in modeling the attenuation of optical radiation in
packed beds [14,36]. Other pair distribution functions fail at vol-
ume fractions higher than 0.1. For a packed-sphere system the
hard sphere potential applies. Unfortunately for the PY model,
analytical results can only be obtained for very small values of x,
i.e., in the Rayleigh regime. However, this is fortunate in the sense
that dependent scattering is more dominant in the Rayleigh regime
due to large wavelengths of the phonon. In the Rayleigh regime
sin(2msr)/2msr —1 because s—0 due to long wavelengths.
Therefore H(#) is independent of # and it can be shown that for
PY distribution function [35]

(1-¢)*
H(6) = 1+ 2¢)2 —0 (36)
Substituting Eq. (36) in Egs. (31) and (33) for Rayleigh scattering
Qdep _ Xind (1- ¢)4
Od1a)  (dla) (1+2¢)? 7

and (@) gep=(P)ing-

5 Multiple Scattering: Effective Field Approximation
(EFA)

In the previous section one critical phenomenon was ignored,
i.e., the effects of multiple scattering. The effect of multiple scat-
tering on the scattering cross section and wave velocity was ig-
nored in thermal radiation literature [14,15]. Thermal radiation
literature only dealt with the effect of dependent scattering [14,15]
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on scattering cross section. Multiple scattering effects were incor-
porated into thermal radiation literature in the equation of radia-
tive transport only in terms of the in-scattering term involving the
phase function, however effects of multiple scattering on other
properties were ignored, as mentioned earlier. The author [37]
recently considered the effect of multiple scattering on the veloc-
ity of photons and showed that it should be considered for dense
particulate media. Multiple scattering means that a scattered wave
from one particle is incident on another particle to be scattered
again. In a dense particulate system the effective field within the
medium is modified because the effective field is the sum of the
incident field and the scattered field from various scatterers. It is
to be remembered that dependent scattering is important only
when the distance between the particles is of the order of wave-
length, i.e., it depends on the closeness of the particles, whereas
multiple scattering is present just because there are multiple num-
ber of particles.

Due to multiple scattering from various particles, the effective
field in the medium will be different from the original field be-
cause the effective field will be the sum of the incident field and
the scattered field. Multiple scattering phenomenon is schemati-
cally shown in Fig. 2. This problem was first solved by Foldy
[17]. The basics of the multiple scattering approach are given
briefly in this section. The basic equations (Eq. (38)—(47)) related
to multiple scattering have been taken from Foldy [17] and the
only reason these equations have been reproduced in the paper is
to highlight the key assumptions and physics. They are also dis-
cussed because in the next section on the most general case of
multiple and dependent scattering some of the following equations
will be needed. One of the most important assumptions in the
effective field approximation is that the scattering is independent.
The total field (P) inside the medium (outside any scatterer) is
given

N
P(r) = Py(r) + X, Py(r,T;)

=1

(38)

where Py is the incident field and P(r,r;) is the field scattered by
the jth particle to the point of observation. The exciting field
(Pe(rj)) incident on scatterer j is the resultant of the incident field
Py and the scattered field from all other scatterers so that
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N
Po(r) = Po(r) + >, Py(ry,1))
i#]

(39)

In the case of single scattering the scattered wave is related to the
incident wave by Eq. (6) and has spherical wave form. Note that
in deriving Eq. (6) the amplitude of the incident wave was as-
sumed to be 1. If the amplitude of the incident wave is, for ex-
ample, p', then p' will appear as a multiplier on the right-hand-
side of Eq. (6). Therefore Eq. (6) shows that the strength of the
scattered wave is proportional to the incident wave. Similar ap-
proach is taken for the multiple scattering problems [17]. There-
fore, scattered field is given by

A explikq|r =]
Py(r,r) = ————— = AE(r,r, 40
A= E(T) (40)
In Eq. (40) A, is written as A;=g;(rj, w)Pg(r;) thereby making the
strength of the scattered wave from a scatterer proportional to the
external field acting on it. Substituting Eqg. (40) in Eq. (38) and

(39)

N
P(r) = Po(r) + >, gPe(rE(r,T)) (41)
=1

N
Pe(r)) = Po(r) + 2% giP(r)E(r; 1)) (42)
i#j

The direct method of solving the multiple scattering problem
would consist of solving the set of simultaneous Egs. (42) for
P(r;) and substituting these in Eq. (41), thus giving the effective
field P(r) in the medium as function of the positions and scatter-
ing parameters of the scatterers. Taking the configurational aver-
age of this quantity would give the desired results, however this
would lead to great mathematical complexity. Therefore, for mul-
tiple scattering system the method is to find equations satisfied by
the average of P(r). Taking the configurational average of both
sides of the Eq. (41) we get

(P(r)) = Pyo(r) + ZaJ gi(ri){Pe(r))E(r,rj)dr; (43)
v

The quantity (Pg(r;)) represents the external field acting on the jth
scatterer averaged over all possible configurations of all of the
scatterers. The only rigorous way of evaluating (Pg(r;)) is to solve
the simultaneous Egs. (42) and then carry out the necessary inte-
grations to obtain the above configurational average. This again is
not feasible. Therefore, some sort of approximation is made. The
approximation is to replace the external field acting on the jth
scatterer averaged over all configurations of the scatterer by the
average field which would exist at the position of the jth scatterer
when the scatterer is not present which means replacing ((Pg(r)))
in Eq. (43) by (P(r)). Therefore, the basic equation for multiple
scattering is

(P(r)) = Py(r) + zaf g(r"){P(r))E(r,r")dr’ (44)

\

It can be shown [16] that g is same as the forward scattering
amplitude (f(0)) of the scattered wave from a single scatterer.
Therefore Eq. (44) can be written as

(P(r)) = Py(r) + zaf(O)f (P(r))E(r,r")dr’ (45)
\

Now applying the operator, V2+k§ on both sides of Eq. (45) and
using the properties of Dirac-Delta function it can be shown
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(V2+ 1 + 47z, f(0))(P(r)) =0 (46)

Equation (46) means that the effective wave vector (k) in multiple
scattering particulate media is given as

K2 = K + 47z,f(0) (47)

where k is the effective wave vector of the particulate media. Note
that Eq. (47) is equally applicable for electromagnetic waves,
elastic waves, acoustic waves, scalar waves or vector waves. For
different types of waves f(0) will be different. In this paper, since
we are considering the scattering of scalar acoustic waves, f(0)
can be obtained from Eq. (6); f(0) is from Eq. (6) and is given as

f(0)=- —2 A,(2n+1)

1n0

(48)

Separating A, into real and imaginary part as A,=Ag,+iA;, and
substituting in Eq. (47) leads to

41z, i4mz,

K=k + —= EA.n<2n+1> EARn<2n+1> (49)

kl n=0 1

k can be separated into real and imaginary part as k=kg+ik;; kg
gives the effective phase velocity of the medium and k; is related
to a [38] by a=2k.

Noting that [39]

4 0
== T3 Ap(2n+1) (50)
ky n=0
Eqg. (49) can be written as
K? 4 z,C
S=1+ WZaE A2+ 1) + 2= (51)
k ki n=0 1

It can be shown that Eq. (51) gives the independent scattering
results in the dilute scatterer limit by making a binomial expan-
sion of Eqg. (51)

k 27z, z,C
—=1+ An2n+1 + 52
U 2:,) @2+ 1)+ 2 (52)
Equation (52) shows that a=2k;=z,C,.,, Which is the independent
scattering result. However, Eq. (52) also shows that even in the
independent scattering regime v is modified as

p= 1 (53)

2n+1)

TZy
ki n=0

The reason the effective phase velocity is different is that when
the scattered wave is combined with the incident wave there is a
progressive advancement or retardation of the phase of the distur-
bance and the result appears as change in the phase velocity [17].
By neglecting k|2 compared to other terms, for the general case Eq.
(51) can be written as

4 mZy

k3 EA|n2n+1)+|Za sca

1

i + 2ikek _
ki

(54)

Neglecting kl2 in comparison to other terms is a very good as-
sumption and can be easily verified. Therefore, for the multiple
scattering case v is given by

U1

Unult = 05
<1+—E 2n+1 Am>

1n0

(55)

In addition, v is related to v by
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Fig. 3 Effect of multiple scattering on phase velocity of
phonons for Ge scatterer in Si (¢=0.4)

= 56
Vg Tod (56)
v do
« is given by
_ z,C _ Uind
Amult = 05~ 0.5
(1+—E (2n+1)A|n) <1+—E (2n+ l)Am)
X1 n=0 X n=0

(57)

Figure 3 shows the variation of v for germanium scatter in
silicon for ¢»=0.4. Figure 3 shows that in the geometric scattering
(large values of x;) regime v=v,. Debye speeds of Si and Ge were
used for Fig. 3. Figure 3 shows that even in the linear dispersion
assumption for the host medium multiple scattering can make the
effective dispersion relation of particulate medium nonlinear. Fig-
ure 3 shows that in the small wavelength regime (large values of
X1), v=vy, i.e., multiple scattering effects decrease with decreas-
ing wavelength. Since

ok K

2 dw 2172119
Figure 4 shows the ratio of the density of states of the particulate
medium and the density of states in the pure medium. Figure 4
shows that for large value of x; density of states of the particulate

medium approaches the density of states of the medium.
1% from Eq. (2) can be written as

D(w) = (58)

477, <
3% wk§< G )
k
19(T, w) = S
’ g7 o (hw) L
PlieT
(59)
It can be shown that for Rayleigh scattering v is
v

Umult = : (60)

(1+ @Ry +3R,])*®

v is independent of phonon frequency in the Rayleigh scattering
limit. Therefore, for the Rayleigh case
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3h i1+ qs[R1 +3R,]) 1

8 h
™o} exp( . ?) 1
b

In the Rayleigh regime 1° is directly proportional to ¢. For Ray-
leigh scattering « is given by

19T, w) =

(61)

Xmult - 1 a
(x{fa) 3(1+ ¢[R; +3R,])** (x{/a)
Modification of v will also modify the Debye temperature (®) of
the medium, which for Rayleigh regime is given
G)mult - 1
Oing  (1+ ¢[R+3R,)*®
The (@) is the same as (P);,q. Since thermal conductivity de-

pends on 19 and o (Eq. (3)), multiple scattering affects thermal
conductivity.

¢ (62)

(63)

6 Multiple Dependent Scattering Theory: Quasi-
Crystalline Approximation (QCA)

In the most general treatment of scattering of phonons both
multiple and dependent scattering effects are present. Lax [16]
introduced a model called quasi-crystalline approximation (QCA)
which deals with multiple and dependent scattering. Physically
QCA is a combination of dependent scattering approximation and
effective field approximation. This is the most general and com-
plicated case. Under QCA Eqg. (44) modifies to

<P(r)>=Po(r)+J g(r"){P(r))[z(r,r")JE(r,r)dr"  (64)

\Y
where z(r,r’) is the pair correlation function as defined earlier in

the context of dependent scattering. Equation (64) can be written
as

g(r’)(P(r))E(r,r')dr’+f g(r’)

\

(P(r)) =Py(r) + ZaJ
\%
XCP())E(r,r(z(r,r') - z)dr’ (65)

Equation (65) shows that the first two terms on the right-hand-side
are same as Eq. (44) for the multiple scattering case. The third
term in Eq. (65) is the contribution due to dependent scattering. If
there is no correlation between the scatterers then z(r,r’)=z, and
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Fig. 5 Effect of volume fraction on phase velocity of phonons
in the Rayleigh regime

Eq. (65) is same as the multiple scattering case (Eq. (44)). The
effective wave vector is again given by Eq. (47), however the
forward scattering amplitude is modified due to the dependent
scattering effects. For the acoustic case under QCA, f(0) (Eq.
(48)) modifies to [38,40]

f(0) = —k—ETA(2n+1)

1 n=0

(66)

where T,, in Eqg. (66) is due to dependent scattering and is depen-
dent on the PY pair distribution function. This equation is substi-
tuted in Eq. (47) to derive a and v. Equation (67) shows that QCA
combines DSA and EFA, and hence is called the multiple depen-
dent scattering theory. The « and v for QCA can be derived using
the same methodology as EFA. However, solution of QCA is very
complicated compared to EFA for general values of x;. For Ray-
leigh scattering analytical results were obtained by Tsang et al.
[40] for Percus-Yevick distribution function. In the Rayleigh re-
gime v and « are given as

(67)
\/(1 + R1¢> (1+R,¢)
1-2R¢

g _ 1 ( 3RY(1+Rygp) + RE(1-2¢Ry)(1 + ¢R2)>
Xifa 3 1-2R,d
1 (-9
(L+RA(L+Ryp)  (1+26)
1-2R,¢

7 Results

Figure 5 shows the comparison of v calculated from QCA and
EFA in the Rayleigh regime. Figure (5) shows that EFA and QCA
are very close to each other. Figures 6 and 7 show a/(x}/a) cal-
culated from various approximations in the Rayleigh regime. Fig-
ures 6 and 7 show that DSA and QCA match very well, whereas
EFA and ISA results are close to each other and deviate signifi-
cantly in value and trend from QCA and DSA. The reason for the
behaviors shown in Figs. 5-7 are that v is modified mainly due to
multiple scattering, whereas « is modified mainly due to depen-
dent scattering. Therefore voca and veep are close, whereas apgp
and aqca are close. Effect of dependent scattering is strongest in
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the Rayleigh regime. This means the m.f.p reaches a minima and
then starts to increase with increasing volume fraction of scatter-
ers. Note that this trend in scattering cross section was experimen-
tally observed for photon transport in colloidal systems [41].

PY distribution should ideally be used only up to a volume
fraction of 0.4 [38], however it is interesting to note that PY
distribution function leads to correct values in the limiting cases
of =0 and ¢=1, although ¢=1 is not possible for spherical
particles. Putting ¢=1 in Egs. (67) and (68) lead to v=v, and «
=0, i.e., if the medium is completely replaced by the scatterer then
attenuation goes to zero and v is the same as the v,. However, in
this paper maximum value of ¢=0.4 is taken as per the recom-
mendation from Tsang and Kong [38].

Different models considered in the previous sections can be
summarized as: ISA: Independent single scattering model, DSA:
Dependent single scattering model EFA: Independent multiple
scattering model, QCA: Dependent multiple scattering model

Multiple scattering effects are always present due to multiple
number of particles, whereas dependent scattering becomes im-
portant only if the wavelength becomes comparable to the inter-
particle distance. QCA captures the effect of both multiple and
dependent scattering but is extremely complicated except for the
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Fig. 7 Comparison between various approximations for effec-
tive attenuation for Ge in Si matrix
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Rayleigh case. However, it is to be remembered that the Rayleigh
case is the worst case for dependent scattering as the wavelength
is very long. Drolen and Tien [14] have proposed that for &/\
>0.5 dependent scattering effects are negligible. Since & in-
creases with increasing particle size, therefore if the particle size
is large, then independent scattering will persist for larger volume
fractions. However, the effect of multiple scattering will keep on
increasing with increasing volume fractions. Since EFA is much
simpler than QCA and vy, vg and D(w) are mainly affected by
multiple scattering, vy, vy and D(w) can be obtained using EFA,
whereas for & QCA needs to be used.

QCA is very complicated for the non-Rayleigh case as men-
tioned earlier. Since DSA matches with QCA for effective attenu-
ation and EFA is very close to QCA for vy, vg and D(w), it is
proposed that effective scattering function and attenuation can be
calculated using DSA and vy, vg and D(w) can be calculated using
EFA. It is emphasized again that for the non-Rayleigh case the
difference between EFA and QCA for vy, vy and D(w) will be-
come even smaller for larger values of x; at the same volume
fraction as the effect of dependent scattering diminishes with
larger value of x; [14]. Therefore, for practical calculations one
can use the following relations

K2 =k + 47nf(0) (69)

F(e)dep: H(Q)F(e)ind (70)

Equations (69) and (70) are much simpler to use than QCA.
This can be very useful for calculating the scattering of phonons
in the multiple and dependent scattering regime for complicated
situations such as non-uniform distribution of nanoparticle sizes.

Finally a regime map for dependent versus independent scatter-
ing can be developed along the lines of the regime map for pho-
tons [14]. Inter particle distance & can be related to the radius of
the scatterer as 5/a~1.81/ ¢/® assuming a rhombohedral array as
this pattern provides the maximum packing fraction [36]. This
relation shows that & can be in the nanometer regime if nanopar-
ticles are used. Drolen and Tien [14], based on experimental and
theoretical analysis, have proposed that for /X >0.5 dependent
scattering effects are negligible for photons. Since &/\ is a dimen-
sionless parameter depending only on the wavelength of the en-
ergy carrier and the interparticle distance and considering the
analogy between phonons and photons, this criterion should be
equally applicable for phonons. This criterion has been shown to
be more appropriate for transparent particles [42]. There are few
studies which have indicated this criterion may be violated for
opaque particles in photonic systems [42,43] for large values of
the size parameter (x;). Opaque particles do not exist for phonons
as they can penetrate through any solid. Therefore, for phonons
the particles are always transparent. Therefore, 5/\=0.5 can be
used as the demarcation between dependent and independent scat-
tering effects in phononic systems. The curve relating size param-
eter and the volume fraction that demarcates the independent scat-
tering regime (8/A>0.5) from dependent scattering regime
(8/\<0.5) can be written as [14]

F) ¢1/3 F)
X = W(‘) 73y
2/0.905- ¢\

Figure 8 shows the demarcation between dependent and indepen-
dent scattering. Figure 8 shows that for larger values of x; inde-
pendent scattering results are valid for larger volume fractions as
mentioned earlier. Cartigny et al. [15] also recommended that no
dependent effects should occur below ¢=0.006 for photons. This
lower limit for dependent scattering occurs in the Rayleigh re-
gime. To check this recommendation for phonons « is shown in
Fig. 9 for various models for ¢ up to 0.0006 in the Rayleigh
regime. Figure 9 shows that this recommendation is valid also for
phonons as all the models are very close to each other.

=05 (71)
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Fig. 8 Independent and dependent scattering regime map

The particle size parameter, x;, depends on the diameter and the
wavelength of the particles. Figure 8 shows the dependent scatter-
ing effects are more dominant for smaller value of x;. To observe
the dependent scattering of phonons at larger values of x;, the
volume fraction has to be very high. Since X, is inversely propor-
tional to the wavelength, the particle diameter has to be compa-
rable to or smaller than the phonon wavelength to observe depen-
dent scattering effects for nominal volume fractions. The
dominant phonon wavelength at room temperature in crystalline
solids is of the order of 1 nm, whereas at very low temperatures it
can be of the order of 50-100 nm [31]. Therefore, size parameter
based on the dominant wavelength is larger at smaller tempera-
tures as compared to higher temperatures. It is because of this
reason in the regime map shown in Fig. 8, nano-particulate media
such as nanocomposites at low temperature are shown in the de-
pendent scattering regime. At higher temperatures the volume
fraction has to be very high to observe this effect because x; based
on dominant wavelength can be very large. For atomistic impuri-
ties in a pure material such as Si, the volume fraction of the
impurity is very small [11]. Therefore, impurity scattering falls in
the independent scattering regime.
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Fig. 9 Effective attenuation for ¢<0.006 to show that depen-
dent scattering effects are negligible
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For photons, since the dominant wavelength falls in the mi-
crometer range, dependent scattering effects are dominant even
for micron-sized particles as mentioned earlier.

Recently the author also modeled the thermal boundary resis-
tance between a nanocomposite and a substrate using the theory of
multiple and dependent scattering [44]. For thermal boundary re-
sistance the scattering cross section and the attenuation coefficient
are not important. Modification of the velocity of phonons in the
nanocomposites affects the thermal boundary resistance as com-
pared to the host medium.

8 Conclusions

Effects of multiple and dependent elastic scattering due to
nano- and microparticles on acoustic phonon equilibrium intensity
and attenuation were calculated using different approximations
and models. The main conclusions are:

(1) Velocity, density of states and the equilibrium intensity
of phonons are mainly modified due to multiple scatter-
Ing;

(2) scattering cross section is mainly modified due to de-
pendent scattering; and

(3) dependent scattering effects will be more dominant for
nanocomposites at low temperatures.
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Nomenclature
a = radius of the scatterer
unknown coefficient in the scattered field
C = scattering cross section
F = scattering function (Eq. (8))
g = ratio of the density in the particle and the
medium
h = ratio of the sound velocity in the particle and
the medium
H(6) = dependent scattering form factor
phonon intensity
19 = equilibrium phonon intensity
intensity of the incident field
Is = intensity of the scattered wave
k = wave vector
inelastic attenuation
P = stress field
PP = total scattered field
ps = scattered amplitude from a single scatterer
R, = Ry=1/(gh®)-1
R, = Ry=(g-1)/(2g+1)
T = temperature
v = velocity of wave
X = size parameter (x=ka)
z, = average number of scatterers per unit volume
Z, = number density distribution of scatterer

Greek

= debye temperature

= phase function

phase of the scattered wave

= attenuation due to particle scattering
= volume fraction of scatterers
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Subscripts
1 = medium 1
2 = medium 2 (scatterer)
dep = dependent
ind = independent
m-d = multiple dependent
mult = multiple
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Non-Equilibrium Phonon
Distributions in Sub-100 nm
Silicon Transistors

Intense electron-phonon scattering near the peak electric field in a semiconductor device
results in nanometer-scale phonon hotspots. Past studies have argued that ballistic pho-
non transport near such hotspots serves to restrict heat conduction. We reexamine this
assertion by developing a new phonon transport model. In a departure from previous
studies, we treat isotropic dispersion in all phonon branches and include a phonon
emission spectrum from independent Monte Carlo simulations of electron-phonon scat-
tering. We cast the model in terms of a non-equilibrium phonon distribution function and
compare predictions from this model with data for ballistic transport in silicon. The
solution to the steady-state transport equations for bulk silicon transistors shows that
energy stagnation at the hotspot results in an excess equivalent temperature rise of about
13% in a 90 nm gate-length device. Longitudinal optical phonons with non-zero group
velocities dominate transport. We find that the resistance associated with ballistic trans-
port does not overwhelm that from the package unless the peak power density approaches
50 W/ um3. A transient calculation shows negligible phonon accumulation and retarda-
tion between successive logic states. This work highlights and reduces the knowledge
gaps in the electro-thermal simulation of transistors. [DOI: 10.1115/1.2194041]

Keywords: devices, heat transfer, modeling, nanoscale, thermophysical

1 Introduction

The question of an anomalous temperature rise due to ballistic
phonon transport near the heat source in a transistor remains un-
resolved despite much recent attention [1-4]. It is well known [5]
that localized phonon emission from hot electrons near the drain
of a semiconductor device results in a heat source with dimen-
sions on the order of 10 nm. Figure 1 shows a typical heat source
in a bulk silicon metal-oxide-semiconductor field-effect transistor
(MOSFET). The heat generation contours were obtained from a
hydrodynamic simulation of electron transport in a 90 nm gate-
length device at a supply voltage, Vyq, of 1.2 V (with the gate and
the drain terminals biased at 1.2 V, and the source terminal
grounded). The peak power density is nearly 5 W/um? at satura-
tion conditions in the device. The spatial localization of this
hotspot near the drain is a consequence of the sharp peak in the
electric field and the short mean free path for electron-phonon
scattering. A solution to the heat diffusion equation for this source
would predict the temperature field to vary on a length scale com-
parable to the phonon mean free path in silicon, which is clearly
unphysical. Several sub-continuum treatments of this problem are
available in the literature as mentioned above. The common con-
clusion is that there is a substantial difference between the tem-
perature rise predicted by solving the heat conduction equation
and the equivalent temperature rise predicted by solving simpli-
fied versions of the phonon Boltzmann transport equation (BTE).
However, past work has failed to reach a consensus on the scale of
this difference and what it implies for transistors deep in the sub-
100 nm regime. This is further compounded by the difficulty in
experimentally verifying any of the claimed effects.

We expect the phonon distribution function to be nonlocal [6]
near the source, resulting in less heat flow than predicted by the
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theory of heat diffusion. However, the magnitude of this reduction
varies widely depending on the assumptions about the phonon
dispersion relationship and the phonon frequencies dominating the
heat production. The pioneering work of Lai and Majumdar [1] on
concurrent electron and phonon transport employed the hydrody-
namic model for electrons and a gray-body two-step energy con-
servation model for optical and acoustic phonons. A temperature
rise of 7 K was calculated for the acoustic phonons in a 0.24 um
gate-length silicon MOSFET dissipating 1 mW per unit microme-
ter width of the device. Heat generation was assumed to be only
through optical phonon emission, and the group velocities of op-
tical phonon modes were assumed to be zero. To the best of our
knowledge, this assumption has been retained in all subsequent
models. We note that no major sub-continuum effect was observed
in this study. However, Chen [7] showed that ballistic heat con-
duction would decrease thermal conductivity locally in the vicin-
ity of a heated nano-particle when the size of the particle was
comparable to the phonon mean free path. Expanding upon this
result, Sverdrup et al. [2] considered ballistic transport in a
0.4 pum silicon-on-insulator device. Their model showed the lat-
tice temperature rise to be 160% higher than that obtained using
the heat diffusion equation. This work assumed a two-fluid dis-
persion for phonons. More recent efforts [3] extended the energy-
moment formulation to account for phonon polarization in the
acoustic modes and include frequency-dependent relaxation rates.
While the above results were based on energy-moment formula-
tions of the phonon BTE, a recent study [4] used the ballistic-
diffusive equations (BDE) to also show this extra temperature rise
at the source.

Interestingly, none of the silicon MOSFETs with gate lengths
less than 100 nm reported in the literature (see, for example, Ref.
[8]) demonstrate any anomalous thermal behavior to the best of
our knowledge. While self-heating is a standard problem in the
silicon-on-insulator devices, there are no indications of any
anomalous heat source size effects as far as their current-voltage
characteristics are concerned. This brings up several important
questions: Does the presence of a sub-continuum source affect the
device characteristics at all? Alternately, do device sources really
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Fig.1 Contours of heat generation in a 90 nm gate-length bulk
silicon n-MOSFET are calculated using the hydrodynamic
model for electron transport. The peak power density at the
center is nearly 5 W/um3.

correspond to the sub-continuum sources that microscale heat
transfer research has targeted in the past? Are the assumptions
used in predicting sub-continuum phonon transport somehow re-
sponsible for the reported temperature jumps at the source? Fi-
nally, are any of these predictions realistic when it comes to prac-
tical devices?

In this paper we attempt to answer the above questions by re-
formulating the problem and relaxing the assumption of a gray-
body heat source. Going beyond this simplification requires de-
tails of electron-phonon scattering, which we obtain through
Monte Carlo simulations. We solve the phonon BTE for the pho-
non departure from equilibrium taking into account the simulated
electron-phonon scattering term as well as phonon dispersion in
the acoustic and optical branches. In our formulation, we split the
phonon departure from equilibrium function into two components:
one that traces the evolution of the emitted phonons before they
thermalize through scattering, and another that traces the diffusion
of the thermalized phonons. The former is obtained by solving the
ballistic BTE in a spatial region of the order of a mean free path.
The latter corresponds to the solution of the BTE in the limit of
diffusive transport. We compare the model predictions with exist-
ing data on hotspots in a silicon thin film. The solution is extended
to predict the temperature field in a bulk silicon device. We make
another departure from previous studies by using boundary con-
ditions that take into account the thermal resistance due to the
enveloping package. We show that the presence of a hotspot im-
pedes heat conduction locally at the drain in agreement with ear-
lier studies. However, the magnitude is much lower than earlier
predictions. Based on this result, we conclude that the emission
spectrum in combination with the phonon dispersion ultimately
determines the magnitude of the reduced thermal conductance
near the hotspot. We argue that the approach of solving either the
energy moments of the phonon BTE or the BDE with no consid-
eration of electron-phonon scattering, leads to erroneous conclu-
sions. Finally, we solve the transient problem to investigate pho-
non accumulation and retardation during switching. This work
aims to highlight and close key knowledge gaps in the electro-
thermal modeling of sub-100 nm gate-length devices.

2 BTE Formulation for a Phonon Source

We begin the discussion on our model by first reviewing the
standard form of the phonon Boltzmann transport equation. This
helps us to clarify the reasoning behind our proposed model. Un-
der the relaxation time approximation, the phonon Boltzmann
transport equation at steady state is

Journal of Heat Transfer

Nk,S_ N
Tk,s

where (k,s) refers to the phonon mode with wave vector k and
polarization s, v is the group velocity, N is the phonon occupation

number, N is the equilibrium Bose-Einstein distribution function,
7 is the net relaxation time from all scattering events. A common
approach to solve the BTE is to write the distribution function as
a departure from equilibrium function, %, added to the Bose-
Einstein equilibrium distribution function

@)

Viks' VNgs=—

N=N(T) + 9 )

Substitution in the BTE yields an explicit solution for 7, ¢ under
the assumption that terms of second order in the temperature gra-
dient and the term involving the gradient in the departure function
are much smaller than the other terms, and may be neglected. The
departure from equilibrium function thus obtained is proportional
to the temperature gradient and conforms to the Fourier heat flux
law

~
aT
The above first order approximation works well provided the tem-
perature gradient is small enough that the change in temperature

over the relaxation length is much smaller than the absolute value
of the temperature [9]. That is

@)

Tks=~ TksVks VT

JT
—ur<T (4)
X

a condition that is usually valid. However, when the second order
derivative of T varies on a length scale comparable to the mean
free path, the heat flux is nonlocal in the phonon distribution
function. Claro and Mahan [6,10] showed that this leads to much
higher temperature gradients than those predicted by the Fourier
law of heat conduction.

We expect a confined high density source of phonons such as a
device hot spot to also show non-local effects. In this case the
nonlocality arises not due to higher order temperature derivatives
but due to the gradient in the departure function itself. The depar-
ture from equilibrium function will be essentially dictated to first
order by the distribution of emitted phonons in the real and recip-
rocal spaces of the crystal. Thus, large spatial gradients in the
source function that arise when the hotspot is small compared to
the phonon mean free path, translate to large gradients in the
departure function as well, that is

Is v
&X*:S ~ N sTk,s (5)

to first order where the ny g is the net phonon emission from
electron-phonon scattering. The asterisk in the superscript indi-
cates a normalized quantity, with the mean free path and the equi-
librium distribution function chosen as the appropriate scaling fac-
tors. The term on the right is large provided the electron-phonon
relaxation rate is greater than the phonon-phonon relaxation rate.
The disparity in the electron and phonon energy relaxation rates is
estimated to be about two orders of magnitude in a sub-
micrometer MOSFET operating at room temperature. The relax-
ation rate is about 10 s™* for electrons and about 10! s™* for
optical phonons [11,12] in silicon. Thus, the gradient in the depar-
ture from equilibrium function cannot be neglected in the case of
electro-thermal transport in transistors as it is in the formulation
for thermal conductivity.

We modify the formulation by first including a source term in
the phonon BTE that provides the net phonon emission rate due to
electron scattering. The actual source function is obtained through
detailed Monte Carlo simulations as described later. Other phonon
scattering events are modeled through the relaxation time approxi-
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mation and a reciprocal sum of the relaxation times is taken to
represent the overall relaxation rate of a mode. The expressions
for the relaxation times can be obtained from first order perturba-
tion theory and empirical fits have been developed by Holland
[13]. Thus, the steady-state evolution can be written as

Nes— N
Tk,s
where n is the phonon emission. Proceeding as in the formulation
for thermal conductivity, we write N as a small perturbation, #,

over the equilibrium distribution function as given in Eq. (2). The
BTE, written in terms of 7, ¢, is

Vk,s* VNk,s: - + hk,s (6)

Vks'(vn+VT@>:_n_ks+hks (7)
! (ﬂ— Tk,s !

To obtain a solution to the non-homogeneous BTE, we first
subtract the near-equilibrium departure function as given by Eq.
(3) from 7 s The remainder is the far-from-equilibrium departure
function that is due to the phonon emission source term. Thus,

N
Tks™~ TksVks VTa_T T Nys (8)
where ny ¢ is the far-from-equilibrium departure function. The
idea behind Eq. (8) is that the phonon flux at any point in space is
due to a near-equilibrium part that obeys the Fourier law super-
posed on a second contribution due to the emission spectrum that
does not obey the Fourier law. As we move farther away from the
hotspot, we expect the second contribution to diminish strongly as
the emitted phonons thermalize, and the Fourier law contribution
to increase proportionately to maintain energy continuity. The
BTE thus becomes

(9N nkvs .
Vies' | Vs = V| mesVis VI | | == ==+ s (9)
ﬁT Tk,S
Additionally, macroscopic energy continuity must be satisfied and
this is written at steady state as

V-J=Q (10)

where J is the heat flux vector and Q is the heat generation rate.
These are expressed in terms of the non-equilibrium distribution
functions as follows

. 1 .
Q=2 5 | fidiondk (1)
s o

1 N,
J= E ﬁ Vk’snk’sﬁwk’sdk - vk,STk,Svk,S' VTEﬁkaSdk
S

(12)

where the integration is taken over the first Brillouin zone. The
second term in the heat flux vector can be written in terms of the
thermal conductivity tensor, K, so that Eq. (12) reduces to

1
JZE_kaynkthkydk—K'VT (13)
. 877'3 s S S
With the above expression for the heat flux vector, Eq. (10) can be
integrated to give

> % Vi N iy dk =K - VT = J Qdr (14)
S 8w
Equations (9) and (14) form a closed system with the unknowns
being n, s and T.

However, this system is still difficult to solve without further
simplification. We note that the second term on the left in Eq. (9)
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Fig. 2 A cross section of the experimental structure used to
probe ballistic conduction near a doped resistor in silicon [14]
is shown at the top. The resistor acted as a hotspot inside the
silicon membrane. The symmetry in the problem is used to
solve the BTE in the domain shown below.

is a second order term in the temperature gradient and can be
neglected. This approximation causes the temperature field to be
independent of the emitted phonons until they thermalize through
scattering. The field does influence the far-from-equilibrium dis-
tribution indirectly through the temperature dependence of the
phonon scattering rates. With the above approximation, the BTE
is of the form

Vis® Vnk,s: - D + I:]k,s (15)
To solve the system we need to specify the boundary conditions.
We take this up in the following sections when we develop ana-
lytical solutions for specific cases. Knowing the distribution func-
tion ny 5 the continuity of energy must be solved for the tempera-
ture field.

Proceeding as above, we can also derive time dependent equa-
tions. Assuming that the temporal variation in temperature is
much slower than that in the departure function, we can drop the
transient temperature term in the BTE. The transient form is thus

Ny s

n .
Vs TNs= = 5+ D) (16)
k,s

The time dependent energy conservation equation is

aT a 1
c—+—(2 fnkshwksdk)
a - s %k

A\ < g

8

S

. 1
=Q-V. [E —J Vieehy iy dk = K - VT] (17)
where C is the lattice heat capacity.

3 Comparison With Data for Ballistic Transport

In this section we use the above model to predict the thermal
resistance associated with ballistic transport near a hotspot in sili-
con. Sverdrup et al. [14] used heating in a doped resistor ther-
mometer in silicon to create a micrometer scale phonon source in
a membrane structure, shown schematically in Fig. 2. In this ex-
periment, a 3-um-wide region in a 5-um-thick n-type silicon
membrane was p doped to a depth of about 0.3 um. A bias ap-
plied across the terminals of the resistor forced a current through
the doped region. By reverse biasing the p-n junction between the
resistor and the substrate, the current was confined within the
doped region. Joule heating in the doped resistor induced a tem-
perature rise in the membrane structure. The thermal resistance of
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the silicon membrane was determined from the temperature rise
detected by the metallic sensors, placed parallel to the doped re-
sistor, and by the resistor itself. The experiment was conducted in
the ambient temperature range of about 100—300 K. The thermal
resistance showed a large deviation from the predictions of the
Fourier law at low temperatures indicating non-diffusive behavior
close to the resistor.

We now calculate the thermal resistance measured in the ex-
periment using our model. The problem is much simplified by
considering the symmetry of the source and the boundary condi-
tions. We expect scattering at the membrane boundary to be
largely diffuse in the temperature range of the experiment since
the phonon wavelength is comparable to the surface roughness.
Thus, the BTE of Eq. (15) may be solved in the domain shown at
the bottom of Fig. 2 with homogeneous boundary conditions at all
four boundaries. The two-dimensional BTE in rectangular coordi-
nates is

(18)

We solve the above wave equation by the method of characteris-
tics and get the solution in velocity space as follows

AV
QW-x) < —y&:G(x,y)

S
x<y—=:
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where the functions F and G are defined as
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(19)

Since the resistor was p doped, phonon emission in the experi-
ment was from hole-phonon scattering. Unfortunately, the emis-
sion spectrum for holes at the electric fields employed in the ex-
periment is not available in the literature. In the absence of any
spectral information about the emitted phonons, we proceed by
integrating the departure function over frequency to get the net
power density which is known from the experiment. The net ther-
mal resistance at the source is the sum of the diffusion and BTE
resistances. Thus

R= Rdiffusion + RBTE

i[ﬂvn( H )] (20)
Kol 20 T\ 2+ w

where w and h are the cross-sectional width and height, respec-
tively, of the doped resistor, H is the thickness of the membrane,
W is half the width of the membrane, Ky, is the thermal conduc-
tivity in the membrane. Details regarding derivation of the two-
dimensional thermal resistance from diffusion theory may be
found in Hahne and Grigull [15].

The BTE resistance of Eq. (20) is a hypothetical resistance and
is a measure of the difference between the diffusion temperature
and the equivalent temperature calculated from the BTE model.

with Rdiffusion =

Journal of Heat Transfer

We define the equivalent temperature, Tgq, similar to previous
work [1,7,16] on non-equilibrium phonon transport

1 — 1 _
@E J N(TEQ)ﬁwdk:@E J N(T)Awdk
ta 32 f Modk  (21)

We note that the first term on the right in Eqg. (8), which is pro-
portional to the temperature gradient, does not contribute to the
energy integral. With the above definition we can represent the
nonequilibrium among the modes in terms of the equivalent tem-
perature.

In order to obtain Rgrg we rewrite Eq. (21) in terms of the
lattice heat capacity, C, and estimate the difference in the peak
lattice and equivalent temperatures. The integration over phonon
frequencies is simplified by assuming phonons near the source to
have a mean free path A and a mean relaxation time 7. Using the
velocity space solution given above

1 .
C(TEQ - Tref) =C(T- Tref) + _ﬂ_ f nrﬁwg(w)dw

dud
X 4 f f 9911 ey
,u,>—n 7>0 \1 lu’ 772

dud
J f (- e)
77>—,u, u>0 \1 Iu‘ 772

1
of, (Teg= Nlx=o= I f Nhog(w)dw X f(w,h,A)

f(w,h,W,H,A)

_ Qmasz
=T (22)

where u, 7 are the direction cosines along x and y, respectively, A

is the phonon mean free path, and Qmax is the peak heat generation
rate, at x=0. The heat generated in the diode is fairly uniform
across its cross section and we may use the average power instead

of Qmax. The effective scattering time 75 is given by the ratio of
the summation of nr over all modes to the peak generation rate
and is a fitting parameter in this calculation since the function n is
unknown. The thermal resistance sustaining the peak difference
between Tgg and T is

(Teo = Dlx=o
q

where g is the total heat current flowing to the sink. The geometry
factor f is unity at room temperature, where w,h> A, and de-
creases slightly with temperature as the mean free path increases
in relation to the source dimensions.

The dominant effect of the decreasing temperature is to increase
Rgte. The net increase is, in turn, due to the decrease in the heat
capacity and the increase in the effective scattering time of emit-
ted phonons. This is shown in Fig. 3 which compares the thermal
resistance measured by the doped resistor at different base tem-
peratures with predictions based on Egs. (20) and (23). We note
that in the absence of information about the emission spectrum,
we have fit the model using a constant value for the effective
scattering time for emitted phonons, 7, which is on the order of
10 ns. This represents a weighted average of the scattering times
of all emitted phonons, the weights being the relative excitation
numbers of different modes. A better fit could be obtained in prin-
ciple if we include a temperature dependence of the mean scatter-
ing time. However, this is quite complicated in practice because it

Rere=

Qmax S
S f(w,h,W,H, A) (23)
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Fig. 3 A comparison of the thermal resistance measured at
different temperatures. Predictions based on the proposed
model are given by the continuous line. The predictions suffer
from lack of information on temperature dependent scattering
rates of phonons emitted by holes in silicon.

involves the temperature dependence of not just the phonon relax-
ation times but also that of the weights. The latter would require
detailed Monte Carlo simulations of hole-phonon scattering at
each base temperature. Hence, we omit any temperature depen-
dence of the mean scattering time in the absence of a clear intu-
ition about the temperature dependence of the weights. The
dashed line shows the thermal resistance of the membrane struc-
ture calculated from diffusion theory using the bulk thermal con-
ductivity of silicon. Phonon boundary scattering reduces the ther-
mal conductivity of the membrane so that the bulk predictions are
significantly lower than the data. The dotted line is the thermal
resistance calculated from diffusion theory (Eq. (20)) but using
the thermal conductivity of the membrane measured in situ. The
measurements increasingly differ from predictions of diffusion
theory as the temperature decreases. We attribute this to ballistic
phonon transport near the doped resistor. Phonons emitted at the
heat source increasingly undergo boundary scattering as the am-
bient temperature decreases. This leads to a temperature slip at the
heat source and causes the temperature rise to deviate from heat
diffusion theory. The solid line represents the sum total of the
BTE and diffusion resistances. The predictions from Eq. (20)
agree well with the data at 100 and 140 K, where the departure
from diffusion theory is substantial. The model is, however, un-
able to match the data at 190 K. Additionally, the trend curve for
the data appears to have an inflection point between 140 and
190 K. The sub-continuum contribution appears to asymptote at
low temperatures, whereas the model predicts ever-increasing
contributions due to increasing mean free paths. We speculate that
this deviation from the model may be due to the mean free path in
the thin film becoming constrained by boundary scattering at low
temperatures. We note that a mean free path based on the thin-film
thermal conductivity and calculated from the simple kinetic theory
expression of A=3 K/Cv would not reproduce this trend. Thus,
although the qualitative behavior of the trend in the data is under-
standable, we are unable to obtain a good quantitative match,
primarily due to lack of information about the temperature depen-
dence of the mean scattering time for reasons discussed above.

4 Application to a Bulk Silicon MOSFET

In this section we use our model to compute the phonon distri-
bution function in a 90 nm gate-length bulk silicon n-type MOS-
FET (NMOS). We specifically choose an NMOS device because
its higher power density would increase the magnitude of any
sub-continuum effects. As shown in Fig. 1, the hot spot predicted

642 / Vol. 128, JULY 2006

h=5x10% W/m?K h=5x10% W/m?’K

|—T—| GATE |—T—‘
| SOURCE « DRAIN
y
ADIABATIC ADIABATIC
BOUNDARY BOUNDARY

)
)
'
i
'
|
(
|
'
|
'
'
!
L

I

h=2x10* W/m®K

Fig. 4 The boundary conditions used in the device calcula-
tions are shown above. Heat is assumed to flow out through
the metallic contacts at the top which act as fins. The heat
transfer coefficient is relatively high due to this spreading ef-
fect. Most of the heat flow is toward the heat sink through the
bulk silicon at the bottom.

by a hydrodynamic calculation is formed in the channel under the
gate toward the drain side. We note that device Monte Carlo simu-
lations, however, predict the location to be shifted more toward
the drain. The precise location is unimportant in this work since
the boundaries for the thermal calculation are much larger in ex-
tent when compared to this shift in the location of the hot spot. We
are more interested in the shape of the hot spot, which is predicted
reasonably well by hydrodynamic calculations. The shape is ap-
proximately semicylindrical in a bulk MOSFET, with the axis
aligned along the width of the device. In order to proceed toward
a semi-analytical solution to our model, we approximate the loca-
tion of the source to be midway between the source and the drain.
As noted above, this shift in location is much smaller than the
lateral extent of the device. Hence, we do not expect a major
difference in our results due to this approximation. Figure 4 shows
the device with the approximated source at the origin. The top
boundary is assumed to be adiabatic due to the insulating gate
oxide. In reality, there is a small heat flux across this interface
which is ignored in our calculations to simplify the BTE solution.
The side boundaries are both adiabatic due to thick isolation ox-
ides. Some heat is lost through the metallic contacts as shown. We
obtain the heat transfer coefficients by treating the metallic inter-
connects as fins [17]. The heat produced in the transistor mostly
flows out at the bottom toward the heat sink, after passing through
the bulk silicon. We assume the power density at the source to be
5 W/ um?, scaled down by an activity factor of 0.1 (to account for
average circuit activity), and the radius to be 20 nm which closely
approximate realistic device hotspots. The device hot spot is fur-
ther assumed to be a step function as shown in Fig. 5. The phonon
spectrum in the heat production region is obtained through a
Monte Carlo simulation as described below.

4.1 Electron-Phonon Scattering Using the Monte Carlo
Method. The purpose behind formulating our BTE model in
terms of the non-equilibrium phonon distribution function, as op-
posed to some fictitious temperature, is to solve it with a
frequency-dependent source term without invoking questionable
arguments about equivalent temperatures. Before we can solve the
simplified phonon BTE, however, we need the source term, Ny g,
appearing in Eq. (15). Ideally, the source term should couple the
conservation of energy equations for electrons and phonons. In
this work, we avoid that considerable complication by decoupling
electron and phonon transports. In effect, we assume electron-
phonon scattering to proceed between non-equilibrium electrons
and equilibrium phonons. We employ Monte Carlo simulations of
electron-phonon scattering to extract phonon emission rates in
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PHONON
SOURCE

Fig.5 The cylindrical geometry resulting from the assumption
that the hotspot is located at the center of the channel serves
to reduce the complexity. We further assume a step profile with
the heat source confined to aradius a, as shown schematically.

silicon at a constant electric field. Details of this work are pro-
vided separately in Refs. [18,19] and are beyond the scope of this
paper. We include a brief overview here for the reader’s
convenience.

Our Monte Carlo approach employs analytic approximations
for the electron energy bands and the phonon dispersion. This
band approximation for electrons is reasonable for device voltages
near or below the silicon band gap (1.1 eV), such as those of
future nano-technologies, and it represents an efficient implemen-
tation of the otherwise time-consuming Monte Carlo approach.
The simulation treats all phonon scattering events as inelastic.
Electrons exchange energy with the lattice as determined by the
phonon dispersion and scattering selection rules. Scattering with
intravalley longitudinal acoustic (LA) and transverse acoustic
(TA) phonons, as well as with intervalley longitudinal optical
(LO) and transverse optical (TO) phonons, is considered individu-
ally. The phonon dispersion relationship is used to compute the
final electronic state in a manner that conserves both momentum
and energy. During the simulation all phonons absorbed and emit-
ted are tallied and net phonon emission statistics can be computed.
Figure 6 shows the analytic (quadratic) phonon dispersion used in
this work and the computed phonon emission spectrum at a field
of 4 MV/m. To facilitate comparison the vertical axes are drawn
with the same energy units. The peaks in the phonon generation
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Fig. 6 The phonon dispersion in silicon along [100] is ob-
tained from a fit to neutron scattering data from Dolling [23].
The above dispersion is assumed to hold along all directions in
our calculations. At an electric field of 4 MV/m, the source term
in the BTE, ny ¢, has the frequency dependence shown on the
right.
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rate occur due to selection rules for the electron-phonon interac-
tion. The relative magnitude of the peaks depends on the choice of
scattering deformation potentials, which are calibrated across a
wide temperature range [18]. In terms of energy, LO emissions
make up about half, LA emissions about a third and TO emissions
about a tenth of the heat generation rate in bulk silicon at typical
electric fields. In the next section, we use the emission rate to
compute steady-state phonon occupations for individual phonon
frequencies.

4.2 Analytical Solution to the Phonon BTE. The two-
dimensional BTE for the device problem is as given in Eq. (18).
By approximating the source to be a semicylinder located at the
origin, we can take advantage of the resulting radial symmetry.
We convert Eq. (18) to radial coordinates as follows

2
My s + VpdNks  Vgbr INgs n Ne.s
a o r v,

Ur = hk,s (24)

dvg  Tis

where v, and v, are the radial and tangential velocities as depicted
in Fig. 5. Due to axial symmetry, there is no dependence on the
azimuthal angle, 6. To obtain an analytic solution we split the
solution into two domains, subscripted with indices 1 and 2 as
shown schematically in Fig. 5. For r<a, where a is the radius
within which the source is confined, the BTE is nonhomogeneous,
whereas for r >a the equation is homogeneous

2
or r du, r dvy 7
2

o, 2 | VoM 0i 3Ty My
ar 1 du, r
The solution to Eq. (25) can be obtained by reducing the system
to a form that corresponds to the BTE for electron transport in a
metallic wire [20] for which the general solution is known. We

find the general solution to Eq. (25) to be

=0 25
dvg T (25)

. r
n = n7'|:1 - exp(— ﬁ)fl(rv(,,vf + vtzg):|
r 0

. r
n, = m—exp(— ﬁ)fz(rve,vf+v§) (26)
r 0

where f; and f, are arbitrary functions to be determined from
boundary conditions. The boundary conditions for the problem are

ny(r=1,-[v,,vy) =0
m(r=0,]v,,vy) =Ny (r=0,—|v,|,vy
ny(r=a, i|vr e =My(r=a, i|Ur 109) (27)
Applying the boundary conditions, the final solution is
_ — o+ a2 + 02) - 22
nlznr{l—exp< AR (zvr ZU(;) -0
vy +vp)
(202, 2y _ 22
. r ja“(vy +vy) - r
Ny(v, >0) = 2nrexp<— %) X sinh(%’)
vy +vp) vy +vp)
ny(v, <0)=0 (28)

In order to evaluate the above expressions, we need the phonon
relaxation times. For the relaxation times of the acoustic modes,
we use the expressions developed by Holland [13] and fit to ther-
mal conductivity data for bulk silicon. We use a single value of
10 ps for all optical modes which is on the order of the room
temperature lifetime of zone-center optical modes in silicon mea-
sured by Raman spectroscopy [12]. We now compare the model
predictions with a numerical solution to the heat diffusion equa-
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Fig. 7 The phonon number density for different branches is
shown close to the hotspot, which is 20 nm in extent. The LO
contribution dominates the number density and consequently,
the energy density.

tion in a 90 nm gate length device.

It is interesting to compare the non-equilibrium contribution of
the different phonon branches to the number density and the non-
Fourier heat flux. Due to strong emission in the LO modes, the LO
contribution is more than 50% of the total non-equilibrium num-
ber density. Figure 7 shows the contribution from all four
branches near the hotspot. The energy density is also proportion-
ately higher for the LO branches since LO frequencies are higher
compared to other branches. The LO and the LA branches are
dominant contributors to heat conduction. This is evident from
Fig. 8 where the contributions of individual branches to the heat
flux are plotted. We note that the flux is zero for all branches at
r=0 due to the imposed symmetry condition. The contributions of
TA and TO are insignificant. The non-Fourier heat flux diminishes
rapidly outside the hotspot, as expected from the ballistic nature
of the equations. At the point where it peaks, the non-Fourier heat
flux is still only 5% of the total heat flux. Therefore, heat conduc-
tion is dominated by the Fourier contribution according to this

3.5X 10
3,
—— ALL BRANGCHES
25 {1 e LO
—~ -~ Y - - LA
= [ ---- 0
=157 i
it
it
Y
05Hi
O T
0 50 100 150 200 250 300
r (nmj)

Fig. 8 The non-Fourier heat flux due to different phonon
branches is shown. Ballistic heat conduction is predominantly
through LO phonons. The cumulative flux is only about 5% of
the total, the rest being the flux due to thermalized phonons
that obey the Fourier law.
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Fig. 9 A comparison of the temperature fields obtained from
continuum heat diffusion and phonon heat conduction is
shown above. Ballistic conduction augments the overall ther-
mal resistance between the transistor and the ambient by
about 13%.

model.

The impact of the non-local departure from equilibrium is,
however, quite strong near the hotspot in terms of the local energy
density, which is characterized by the equivalent temperature of
Eq. (21). Figure 9 compares the temperature field in the device
obtained from the heat diffusion equation with that from the pro-
posed model. The BTE model predicts an excess temperature rise
of 5 K, above the peak temperature rise of about 38 K from heat
diffusion. The LO branch is “hotter” than the acoustic branches,
with the branch temperature being 358 K. We note that these mag-
nitudes are very sensitive to boundary conditions. Based on these
numbers, the peak equivalent lattice temperature rise is nearly
13% more than the peak temperature rise computed assuming heat
diffusion for a 90 nm device. Most of the excess energy is resident
in longitudinal optical phonons. The equivalent temperature rise
for LO modes alone is 37% higher than that for the entire phonon
ensemble, and is a measure of the nonequilibrium among
phonons.

We now examine the implications of the above results in the
context of the questions posed at the beginning. We emphasize
that the major departure in the present treatment comes from han-
dling of the heat source term in the phonon BTE and from solving
directly for phonon distribution functions instead of hypothetical
equivalent temperatures. The second aspect is critical because it
altogether avoids attaching hypothetical equivalent temperatures
to phonon branches as well as defining energy exchange between
branches. We feel that the latter approach is arbitrary because
energy mixing between phonon modes does not proceed strictly
on the basis of polarization. Polarization merely decides the sym-
metry for selection rules in most cases. The first thing to note in
the above results is the preponderance of LO phonons, not just in
terms of the energy density but also in terms of the heat flux.
Earlier studies have repeatedly assumed optical phonons to pos-
sess zero group velocities based on the usual flatness of their
dispersion relation. We note that in reality the g-LO phonon, that
is most likely to scatter with electrons, possesses a group velocity
of about 1500 m/s. This is reflected in our results in terms of the
dominating LO contribution to the heat flux. Further, by including
boundary conditions that take into account thermal resistances all
the way up to the package, we are able to gauge the importance of
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Fig. 10 The distribution of free paths in room temperature sili-
con as a function of phonon frequency and polarization is
shown. The mean free path of phonons emitted by hot elec-
trons in a device are also given for comparison. The use of a
gray-body approximation for the heat source would lead to sig-
nificant errors in predictiing the ballistic nature of transport
near hotspots.

sub-continuum resistance in relation to that of the continuum
junction to ambient resistance. While ballistic transport serves to
create hotspots more intense than predicted otherwise by diffusion
theory, the chip package remains the dominant thermal resistance.
Thus, our results do not suggest the source-size effect to lead to
device reliability issues in bulk devices at current electric field
levels. If, however, the peak electric field and the current density
increase in future devices so as to augment the peak volumetric
power density by an order to magnitude (to about 50 W/um®),
then the resultant phonon density at the hotspot would lead to
reliability concerns in the drain. In this case, we estimate that
sub-continuum effects would increase the thermal resistance by
about 30-40%. An important aspect not considered thus far is the
implication of sub-continuum effects on leakage currents. The
drain to substrate junction is an important source of leakage cur-
rents. High phonon densities in the drain could promote leakage
currents by increasing the thermal energy of the electrons. To the
best of our knowledge, this consideration is not available in the
literature. We caution that the use of equivalent temperatures ob-
tained from BTE calculations in the usual empirical relation be-
tween leakage currents and temperature (see [21], for example)
would lead to unreasonable predictions since such relations are
derived on the assumption of thermodynamic equilibrium.

Finally, we examine the often-used concept of a phonon mean
free path in the context of transport in silicon transistors. Gener-
ally, a phonon mean free path on the order of 100 nm is used for
gray-body calculations. However, from our consideration of
electron-phonon scattering and subsequent phonon transport, we
find that the above figure derived from consideration of thermal
conductivity of silicon is misleading, when it comes to transport
near hotspots in transistors. As pointed out above, transport in the
vicinity of the hotspot is far from equilibrium and has little to do
with thermal conductivity of the medium. The mean free path of
phonons emitted at the hot spot depends strongly on the phonon
emission spectrum. Figure 10 shows the free paths of phonons in
silicon as a function of frequency and polarization at 300 K based
on the Holland model [13] for thermal conductivity. Also shown
are the mean free paths of phonons in the emission spectrum for
different branches. As evident from the figure, the phonons domi-
nating the emission spectrum (the LO phonons) have a mean free
path of about 15 nm, much smaller than the commonly used figure
of 100 nm.

We explain the origin of the large deviations from heat diffu-
sion theory reported in previous studies as follows. Essentially,
none of these studies describe a pure source-size effect. The
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Fig.11 A step-like phonon source symmetric about x=0 with a
uniform power density of 5 W/um? is considered for a sample
transient calculation. The extent of the source, a, is taken to be
20 nm, consistent with device hotspots. A sink at 300 K is as-
sumed to be present at x=+| where =300 nm.

choice of a large mean free path based on a thermal phonon dis-
tribution and the selection of a thin film geometry (silicon-on-
insulator device) leads to the termination of the hot phonon free
paths at the film boundary. This gives rise to a large temperature
slip at the heat source in the same manner as in the low tempera-
ture experiment discussed previously. The size of the source is not
the primary factor but rather the thickness of the film in relation to
the mean free path used in the study. The choice of a zero group
velocity for optical phonons serves to increase the magnitude of
the slip. Based on our calculations above, the phonon distribution
at the heat source corresponds to a smaller mean free path. Addi-
tionally, the optical contribution corresponds to a non-zero group
velocity. Thus, we do not expect the heat sources in real devices
operating at room temperature to demonstrate a temperature slip
unless the device is built on ultrathin film silicon with thickness
down to 15 nm. This estimate of the thickness is based on the
assumption that the peak electric field remains similar to that con-
sidered here. However, for a slip to occur phonons must be emit-
ted in the direction of the thin-film boundaries. Since quantum
confinement of electrons in an ultrathin film silicon channel leads
to the heat source migrating away from the gate oxide interface to
the middle of the channel, it is difficult to predict if the conditions
required for the temperature slip would be exactly satisfied in this
geometry.

5 Transient Phonon Distributions During Switching

Although the above analysis considered a steady-state phonon
source, in reality, the source is time dependent if the transistor is
operating in a circuit. A transistor in a digital circuit typically
switches on a time scale of about 100 ps. Ignoring leakage power,
a complementary metal-oxide-semiconductor device dissipates
power over only a fraction of this period, referred to as the duty
cycle, which is typically less than 0.3. This switching time is,
however, comparable to the relaxation times of some of the pho-
non modes. Therefore, it is important to consider whether there is
any accumulation of phonons from one switch to another. To keep
the problem tractable, we ignore the device geometry completely
and consider only a step-like phonon source in one dimension, as
shown schematically in Fig. 11. The source is symmetric about
x=0 where x is the coordinate direction. We place phonon sinks at
X=%l.

The time dependent BTE to be solved is

Ny s
o
where f(t) is the switching function

Mes . Nis

29
)4 Tk,s ( )

+ hk,sf(t)
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Fig. 12 Contours of the normalized phonon number density,
spaced by 0.01, are shown as a function of position and time
for the longitudinal optical phonon at 14 THz. No wave retarda-
tion is evident since the emitted phonons have large enough
group velocities. The accumulation of LO phonons near the
source during the time period of power dissipation is clearly
visible.

f(t)=1
=0 tmodt,> a

tmodt, < «
(30)

with t, being the switching period and « being the duty cycle or
the fraction of the time period that the device is on. Further, the
boundary conditions are

n;,s(x =0, Ux|vt) = n;,s(x =0,- |Ux|vt)
NeX=1,= vy, ) =0
Tx=1,1)=T, (31)

where n;s is the departure function for phonons traveling to the
right in Fig. 11 and n, ¢ is the function for phonons traveling to the
left. Equation (29) is linearized by computing the relaxation time
at the temperature field obtained from the heat diffusion equation.
The solution to the transient problem is

X - ’ ,
X n X'=x\ x_
n;’S: gleTlJ U—f<t+—v| )e\vx\fdxr
0 Xi X
[ " ,
n x +x\ _ x
+f —f(t——)e Jo7OX
0 ‘Ux| |U><|

X | - I X'
Nes= emf Lf(t - u)e‘mdx’
X ‘Ux| |Ux|
We now describe the numerical results for a hotspot with a power
density of 5 W/um?. The numerical values for |, a, and the
boundary temperature, T,, used in these calculations are given in
Fig. 11.

A phonon emitted during device switching may show a wave
retardation in time if the time scale for switching is comparable to
a characteristic time, obtained by dividing the length scale for
emission by the group velocity of the emitted phonon. Retardation
would cause the phonon distribution to be history dependent. In
our computations, however, we do not find any evidence of re-
tarded phonons. The spatial and temporal distribution for the
14 THz longitudinal optical phonon is shown in Fig. 12. We at-

(32)
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Fig. 13 Contours of the normalized phonon number density,
spaced by 0.01, are shown as a function of frequency and time

at x=0. There is no phonon accumulation for a switching pe-
riod of 100 ps with a duty cycle of 30%.

tribute the absence of retardation effects to the fact that phonons
dominating the emission spectrum have non-zero group velocities
on the order of 1000 m/s.

Another important issue is whether the switching is fast enough
to cause phonons to remain in perpetually strong nonequilibrium
or to even cause accumulation over time. We do not find this to be
the case for typical clock cycles. This is evident from Fig. 13
which shows the number density contours at x=0 as a function of
phonon frequency and switching time. The emitted phonons ther-
malize within the off state of the device and there is no accumu-
lation. In the absence of phonon retardation, the accumulation of
phonons from one logic state to another will only occur when the
time between successive states approaches the relaxation time of
the dominant LO phonons. This number is about 10 ps to the best
of our knowledge. Thus, unless the switch period approaches such
short times, we do not anticipate any phonon accumulation. How-
ever, we note that this assertion depends on the accuracy of the
relaxation times. A detailed investigation into the accuracy of scat-
tering rates is thus necessary before making a definitive conclu-
sion about this aspect.

6 Concluding Remarks

In this paper, we have presented a new model for determining
the non-equilibrium phonon distribution function in semiconduc-
tor devices, starting from the phonon BTE. We solved a two-
dimensional form of the BTE to compare our model with previous
thermal resistance data on hotspots in silicon. The thermal resis-
tance is seen to scale as the ratio of the peak power density to the
lattice heat capacity. We considered a steady-state hotspot in a
90 nm gate-length bulk silicon transistor. The source distribution
is taken from our prior work on Monte Carlo simulations of
electron-phonon scattering. The peak equivalent temperature rise
is nearly 13% more than the temperature rise from heat diffusion,
with most of the excess energy resident in longitudinal optical
phonons. The solution to the transient BTE shows that the emitted
phonons are able to relax completely at current switching speeds
but may accumulate if the switching period is reduced by half.

We find that though ballistic transport near the hotspot intro-
duces an additional thermal resistance to that predicted by diffu-
sion theory, the dominating contribution to the total resistance is
still from the package. The sub-continuum contribution can be
significant at higher peak electric fields and current densities, both
being possible in future nanotransistors. Longitudinal optical
phonons dominate the emission spectrum from electron-phonon
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scattering and, consequently, the energy density and heat flux at
the hotspot. In a clear departure from the commonly used assump-
tion, the dominating LO modes do not have a near-zero group
velocity. Also, the mean free path of the emitted phonons is sig-
nificantly shorter than that for thermal phonons at 300 K. This
serves to decrease the sub-continuum size effect. Additionally, the
thickness of the silicon film in a silicon-on-insulator device is
important in determining the onset of sub-continuum source-size
effects. For a temperature slip to occur at the heat source, the
mean free path of the emitted phonons should be comparable to
the film thickness. The dimension of the source plays a secondary
role in determining the size effect.

We are unable to gauge the impact of sub-continuum phonon
conduction on leakage currents since current methods for evalu-
ating leakage do not account for severe nonequilibrium. This is an
important area for future work. Finally, we remark that, although
there has been considerable progress in techniques to solve the
phonon BTE, our knowledge of phonon relaxation times at large
energy densities remains poor. This, however, is a prerequisite for
accurately predicting non-local effects in future transistors. The
relaxation rates used in this work were all derived for near-
equilibrium transport and, hence, their validity at such large exci-
tations as near a hotspot remains unknown. The authors have in-
vestigated this aspect through molecular dynamics simulations in
a separate work [22].
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from translating droplets. Their analysis assumed that the bulk of the resistance to trans-
fer was in the droplet phase. It considered the limiting solution as the Peclet number
became very large. Their work has been cited in many subsequent studies of droplet

transfer. The present work revisits their solution using numerical techniques that were not
then available. It was found that only the first mode of their solution is mathematically
accurate. Hence, their solution is accurate only at large times.
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1 Introduction

The subject of heat and mass transfer from droplets has been
investigated in many papers. There have been two excellent
monographs covering the subject: Bubbles, Drops, and Particles
[1], published in 1978 and Transport Phenomena with Drops and
Bubbles [2], published in 1997. For brevity, the reader is referred
to these two monographs for an overview of heat and mass trans-
fer from droplets. In particular, these works present the theory of
heat and mass transfer when the bulk of the resistance resides in
the droplet phase (the interior problem).

Both of these monographs provide detailed explanations of the
theory and applications associated with the classic work of Kronig
and Brink [3]. Kronig and Brink’s work investigated mass transfer
of a solute in a droplet. In particular, they obtained a semi-analytic
solution for the limiting case of the interior problem where the
Peclet number is very large and the Reynolds number is very low.

Kronig and Brink assumed that as the Peclet number becomes
large, the solute concentration contours (or for heat transfer—the
temperature contours) become parallel with the stream function
contours. The mathematical work of Kronig and Brink was di-
rected at mass transfer. It is equally applicable to heat transfer
with the appropriate dimensional conversion. The interested
reader is directed to Sec. 1.3 of Sadhal et al. [2] for a discussion of
the similarities in modeling heat and mass transfer. Heat transfer
is modeled in the present work, however the results are equally
applicable to mass transfer.

The work of Kronig and Brink has been cited in many subse-
quent works as a limiting bound for heat and mass transfer from
droplets at low Reynolds numbers and high Peclet numbers. How-
ever, this classic work was a semi-analytic approximation using
the Ritz method. The trial functions used were only quadratic
functions. In addition, solutions for only two modes were sought.

The Kronig and Brink solution has been shown to be an accu-
rate predictor of heat and mass transfer rates at large times. How-
ever, it is not clear if their solution is accurate at small times.
Since this classic work has been cited often, it seems reasonable to
revisit their work using more accurate numerical procedures that
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were not available 50 years ago. The primary purpose of this work
is to investigate what is the minimum time at which the solution
of Kronig and Brink is accurate.

In this work the same assumptions are made regarding the
physical parameters, (as applied to heat transfer), and governing
equations as were made by Kronig and Brink. However, the solu-
tion procedure has been modified to obtain a more accurate solu-
tion at small times.

2 Problem Formulation

The steady stream function for the internal flow field for a
spherical droplet at low Reynolds number is given using dimen-
sionless coordinates by

2

va
Wr,0)=—F—m—
4<1+ Mext)

Mdrop
where U and a are the droplet velocity and radius, and ey and
Hdrop are the dynamic viscosities of the continuous and droplet
phases. The radius r is scaled by the droplet radius, a.
As stated above, the temperature contours are assumed to be
parallel with the stream function contours
lim O(r,0,¢,t) = 0(y,t) (2)

Pe—x

(r?-r%sin® 0 (1)

In Eqg. (2), O is the scaled temperature in the droplet
T-Ts

Tinit = Ts

where Tjni; is the initial droplet temperature and Ty is the surface

temperature. For the interior problem, the bulk of the resistance to

heat transfer is assumed to be in the droplet phase. As such, the

temperature at the surface, T, is assumed to be constant.
Following the example of Kronig and Brink, Eqg. (2) may be

restated in terms of the dimensionless spatial variable, & and the
dimensionless time, 7

®=

lim O(r,0,¢,t)=0O(& 1) (3)
Pe—x
where 7= at/a? and
£=4r’(1-r?)sin® O where 0 < ¢ < 1. (4)
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According to Eq. (8) of Kronig and Brink’s paper (applied to
heat transfer), the differential equation for heat transport may be
stated as

90 | _d(§) 0
g[ (é) g] TS (5)
The initial and boundary conditions imposed on Eqg. (5) are
0(§7=0)=1 (6)

®(£=0,7) =0 (along the outer stream line) and (7)

O(£=1,7) is finite at the vortex center (8)

The functions p(¢) and q(&) are given by Egs. (14) and (15) of
Kronig and Brink’s paper as

C2V1+Y VE
P =—">— {(4 C~=§)E<1+ \6)
N 1- \‘%
(4V¢ 3§)K<1+ \Eﬂ and 9

q(é) = (10)

e e

Vi+vg \1+1¢

where E(x) and K(x) are the complete elliptic integrals [4].
Equation (5) is solved using separation-of-variables techniques

where O(&, 7) is assumed to be of the form

EAn (e (11)
The corresponding ordlnary differential equation for =, is then
g[ o ] +NAE(E =0 (12)

The boundary conditions imposed on Z,(€) are

E,(£=0) =0 (at the outer stream function of the droplet) and

E.(€=1) is finite (at the droplet vortex center)

Equation (12) is solved using second-order finite difference tech-
niques. That is, Eq. (12) is transformed into a matrix system of
equations.

Both of the functions p(£) and q(¢) are positive on the interval
(0,1). In addition, lim,_,p(¢€)=0. Under these circumstances, Eq.
(12) is a proper Sturm-Liouville-like problem where the corre-
sponding eigenfunctions, =, are orthogonal on the interval (0,1)
with respect to the weighting function q(¢) [5]. That is

1 1
fEm(§)En(§)Q(§)d§=5mnf [En(&Fa®de  (13)
0

0

where 8, is the Kronecker delta function.
The eigenvalues, \,,, may be evaluated using an energy balance
analysis which requires that

! 8 d=
N f E(9q(9dé=~ —2

O 3 @ (14)

Once the eigenvalues and corresponding eigenfunctions are ascer-
tained, the eigenfunctions are normalized so that

1
= J [E(9Fa(9d¢ (15)
0

The coefficients, A,, may be obtained using the orthogonality of
the eigenfunctions, =, coupled with the initial condition, Eq. (6)

Journal of Heat Transfer

1= AEL(9 (16)

n=1

The inner products of both sides of Eq. (16) are taken with Z(£).
Since the eigenfunctions E,, are orthonormal with respect to the
weighting function q(¢)

1
An= f En(§a(&)dé. a7

0

The bulk or average temperature, 6(7), may be calculated by
taking the weighted average of the temperature, with

2::1&{ J ~n<§>q<§>d§} Ait6r

1
f a(§)dg
0

But, A,=[3E.(Ha(H)d¢ and [3a(¢)dé=8/3. Hence

0(7) =

07 = 32 AZe6r (18)

n=1

Solving for @(¢&, 7) involves finding the eigenfunctions, Z,,(&),
the associated eigenvalues, A, and the corresponding coefficients,
A,. Second-order finite difference techniques were used to solve
Eq. (12). The values of N\, were iteratively adjusted until the char-
acteristic equation, Eqg. (14), was satisfied. Once the eigenfunc-
tions, E,(£€), and associated eigenvalues, N\, are obtained, the
eigenfunctions are then normalized.

As a practical matter, Eq. (11) must be truncated with

nmax

O(&7) = >, A (Heor

n=1

(19)

where Ny, is the truncation limit. Finally, the coefficients A, were
obtained using Eq. (17). All integrations were performed using the
trapezoidal rule. The grid for integration was equally spaced in &
and was identical with the finite-difference grid spacing.

3 Results

When using numerical integration and finite-difference tech-
niques, it is important to know if the numerical grid is small
enough to insure convergence. To illustrate the convergence of the
solution with A¢, the values of A, and )\ﬁ are given in Table 1. As
may be seen in Table 1, the convergence with respect to A¢ is
rapid for the first few modes. However, the convergence for
higher-order modes is slow. However, except at very small times,
the higher-order terms are irrelevant. For example, with A3
=20.9646, the third mode is insignificant (relative to the first
mode) for 7>0.01. Likewise, with )\§0=2,394.5 the 30th term is
relatively insignificant for 7> 0.0001.

The first two eigenfunctions and corresponding eigenvalues
may be compared with those obtained by Kronig and Brink. In the
original work of Kronig and Brink, ny., was chosen at only two.
Their approximate solution was of the form

A =132, N=1678, E,(£)=0.828&+0.401 and

A, =073, N\2=083, E,(&=4.235-5628

For comparison purposes, plots of the product A/=;(&) for the
first two eigenfunctions are illustrated in Fig. 1. For the first
eigenfunction, the present results match that of Kronig and Brink
well. However, for the second mode, the match is not good. The
same is true for the corresponding eigenvalues. For Kronig and
Brink’s solution the eigenfunctions were limited to quadratic poly-
nomials. In addition, numerical integration was (apparently) per-
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Table 1 Convergence with respect to A¢

A¢=0.01 A¢=0.005 A¢=0.0020 A¢=0.0010 A¢=0.0005
A;=1.3249 A;=1.3249 A;=1.3249 A;=1.3249 A;=1.3249
\3=16778 A2=1.6777 A2=1.6777 A2=1.6777 \2=1.6777

A;=-0.6048 A;-0.6045 A;=-0.6045 A;=-0.6045 A;=-0.6045
\3=8.5874 \5=8.5959 \5=8.5984 \5=8.5987 \5=8.5988
A;=0.3934 A3=0.3936 A3=0.3937 A3=0.3937 A3=0.3937
\3=20.9458 \3=20.9605 \3=20.9641 \3=20.9645 \3=20.9646

Ap=-0.1156 A=-0.1164 A=-0.1166 Ap=-0.1166
\2,=251.7077 \2,=258.8668 \2,=259.8718 \2,=260.1168
Agy=-0.0590 Agy=-0.0586 Agy=-0.0588

N5=1029.2 N5p=1054.2 N5=1062.9

Agr=-0.0397 Agy=-0.0394

\3=2354.6 N3=2394.5

formed using a value of A¢=0.1. Thus, it is not surprising the
predictions of Kronig and Brink are better for the first mode than
they are for the second mode.

Hence, the solution of Kronig and Brink is accurate only for the
first mode. As such, this classic solution will be accurate only
when the second mode is insignificant. That is, it will be accurate
when

exp(- 16\37) <1 or

Aar>0.3

Since \3=8.60, it follows that the Kronig and Brink solution
should be accurate for 7>0.03.

The bulk or average temperature of the droplet may be deter-
mined using a truncated form of Eq. (18)

nmax

— 3
O(n) = gz Aﬁe—)\ﬁl&-

n=1

(20)

The bulk temperature predicted by the Kronig and Brink model is
then

— 3
O(n) = 5{(1.32)2e'26-857+ (0.73)%e715737 (Kronig and Brink)

(21)

The bulk temperature, ®_(T), predicted by the present model is
compared with the bulk temperature predicted by the Kronig and

15- + Kronig & Brink

— Present

0.5F
01
£
05 AELE) )
-1r
45 . ‘ . ‘ : s : ‘ ,

0 01 02 03 04 05 06 07 08 09 1

¢

Fig. 1 First two eigenfunctions, present versus Kronig and
Brink
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Brink model in Fig. 2. Notice that for 7> 0.003 the bulk tempera-
ture predicted by Kronig and Brink is nearly identical to that
predicted by the present model. This result may be expected, as
the first mode dominates at larger times.

The good fit illustrated on Fig. 2 for 7>0.003 seems to contra-
dict the earlier statement that the Kronig and Brink solution was
only accurate for 7>0.03. However, the accurate bulk tempera-
ture predictions of Kronig and Brink for 7>0.003 do not imply
that their model is accurate with respect to temperature profiles at
such low times. The temperature profiles predicted by Kronig and
Brink are given by

O(¢&,7) = 1.32(0.828¢ + 0.401¢2) g 6(1678)7
+0.73(4.23£ - 5.6282) 71609837

or

O(& 1) = (1.093& + 0.529¢2) g 26857
+(3.00¢ - 4.108)e7 15737 (Kronig and Brink)

These profiles are compared with the present model in Fig. 3. In
Fig. 3 the temperature profiles are plotted for 7=0.003 and =
=0.03. The details of the temperature profile predicted by the
Kronig and Brink solution are not very accurate at 7=0.003. Yet
the temperature profile predicted by their model is quite accurate
for 7=0.03 when only the first mode dominates.

Another measure of the mass transfer is the Nusselt number (or
Sherwood number for mass transfer). The Nusselt number may
shown to be

0.9r

a6l + Kronig & Brink

07 — Present Results
0.6
05
5(1,) 0.4+
03}
02

0.1+

Fig. 2 Bulk temperature, (5(7-)
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{5)

Nu=- — (22)
30
Substitution of Eq. (20) into Eq. (22) yields
Nimax _\216;
7
Nu = (23)

B ® p2.-\467
3> Ae
Using Eq. (21) the Nusselt number based on the Kronig and Brink

solution is

. 2(46.78e 26857 + 83,81 °737)
- 3(1.7428_26'857+ 0.5338—157.37)

(Kronig and Brink)

(24)

The Nusselt numbers, as predicted by the present model and the
Kronig and Brink model are plotted in Fig. 4 as a function of .
The Nusselt number based on these two models differs substan-
tially at low times. However, for 7> 0.03 they converge.

For 7>0.05, both the Kronig and Brink as well as the present
solution converge to a steady value for the Nusselt number of

Nu.. = lim Nu=17.90 (25)
Interestingly, both of the monographs mentioned above errone-
ously state that the steady-state value for the Nusselt number,
according to Kronig and Brink, is 17.66." The steady-state value

See Eq. (3.160) of Sadhal et al. and Eq. (3-86) of Clift et al.
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Fig. 6 Upper: locations of ®=0.9 as a function of time; lower:
contours of ® at 7=0.01

for the Nusselt number of 17.90 was also reported by Oliver and
DeWitt [6].

The temperature profiles predicted by the present model are
plotted at various times in Fig. 5 for 0.0003=< 7=<0.05. Note that
the center of the vortex, at £=1, is undisturbed until 7=0.01. As
an alternative method of illustrating the development of the tem-
perature profile, the upper part of the droplet in Fig. 6 illustrates
the movement of the ®=0.9 contour front as a function of 7.
Similarly, the lower part of the droplet in Fig. 6 illustrates con-
tours of ® at 7=0.01.

Finally, for low values of 7, the present analysis has been dem-
onstrated to be mathematically more accurate than Kronig and
Brink’s model. This advantage is real, yet it should not be over-
emphasized. For finite Peclet numbers, initially there will be a
sharp temperature gradient near the exterior of the droplet. This
large gradient will result in conduction being the dominant initial
mode of heat transfer. Thus for large, yet finite, Peclet numbers,
the assumption that the temperature contours are parallel with the
stream function contours will initially be invalid. This transition
time is demonstrated by the initial oscillations in the Nusselt num-
ber predicted by previous investigators for large, but finite, Peclet
numbers. (See, for example, Chap. 3 of either [1] or [2].)

4 Conclusion

The classic solution of Kronig and Brink for heat transfer from
a droplet with high Peclet number has been revisited using a more
accurate solution procedure. It was found that the Kronig and
Brink model accurately predicts the bulk temperature of the drop-
let for 7>0.003. However, the Kronig and Brink solution did not
accurately model the details of the temperature profile and the
Nusselt number until 7> 0.03. As such, the present model is more
accurate for short times, (7<<0.03).
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Plots of the bulk temperature, the spatially distributed tempera-
ture, and the Nusselt number were obtained. Finally, the Nusselt
number for large times was shown to be 17.90, rather than the
previously (and erroneously) reported value of 17.66.

Nomenclature
a = droplet radius
A, = coefficient, see Eq. (11)
Nmax = truncation limit
Nu = Nusselt number or Sherwood number, see Eq.
(22)
p(é&) = defined by Eq. (9)
q(® = defined by Eq. (10)
= radial coordinate made dimensionless with the
radius a
T = temperature
U = droplet velocity

= diffusivity
= tangential coordinate

. . . T-T.
= dimensionless solute concentration, ®= 2

o

0

0

_ Tinil_Ts
® = average or bulk temperature, see Eq. (18)
An

)7

= eigenvalue, see Eq. (11)
= dynamic viscosity
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& = dimensionless spatial coordinate, £€=4r?(1
-r?)sin?0
En(® = eigenfunction, see Eq. (11)
7 = dimensionless time, Tzfﬁ
¢ = stream function
Subscripts

drop = droplet or dispersed phase
ext = continuous phase

init = initial
s = droplet surface
© = large times
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Effects of Multiple Reflections
on Hole Formation During
Short-Pulsed Laser Drilling

Beam guiding effects during laser drilling due to multiple specular reflections inside the
hole are analyzed for the case of very short laser pulses (nanosecond range). Specular
reflections are valid for materials that retain a smooth surface during laser evaporation

Michael F. Modest

_ Fellow ASME (small optical roughness compared to the laser wavelength). The problem is assumed to
Department of Mechanical and Nuclear be two-dimensional axisymmetric (unpolarized laser), with the hole geometry defined by
Engineering, nodal values connected through a cubic spline. The net radiative flux onto a surface node
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is determined through ray tracing methods. The resulting absorbed laser flux is combined
with a simple quasi-one-dimensional conduction model (to assess the minor conduction
losses) and an Arrhenius evaporation rate model, to predict hole development as a
function of time through iteration. To stabilize this highly nonlinear and thus unstable
problem (in numerical analysis as well as in experiments) the laser beam is diffused a
small amount from the specular direction (to also account for the limitation that no beam
can be focused down to a point), and by periodic slight smoothing of the irradiation
levels. Results show that drilling rates are increased dramatically due to beam trapping

for highly reflective materials, resulting in a more pointed hole profile.
[DOI: 10.1115/1.2194035]

Keywords: laser machining, radiation, drilling, ablation

1 Introduction

Lasers have a variety of applications in modern technology be-
cause of their ability to produce high-power beams. Applications
include welding, drilling, cutting, machining, medical surgery, and
others. Modeling of laser drilling, cutting, and scribing has been
addressed by a number of investigators. Simple one-dimensional
drilling models have been given by Dabby and Paek [1] and Wag-
ner [2]. Other approximate laser drilling models have been devel-
oped by von Allmen [3], Petring et al. [4], and others. Multiple
reflections during laser drilling have also been addressed by a
number of researchers. Ramanathan and Modest [5] used an ap-
proximate conduction and ablation model to simulate laser drilling
with diffuse reflections, noting that the nonlinear feedback be-
tween irradiation and surface recession causes great instabilities
even for purely diffuse reflections. Probably for that reason all
investigations to date dealing with multiple specular reflections
during laser drilling have used fake geometries to eliminate such
instabilities: Milewski and Sklar [6] used ray tracing to model a
V-shaped welding joint, while Lee et al. [7] used a cone to model
an axisymmetric keyhole; Ho et al. [8,9] considered a paraboloid
of revolution; Ki et al. [10] used a somewhat more general evolv-
ing fake shape, and, finally, Solana and Negro [11] also consid-
ered an evolving shape, but used a somewhat arbitrary surface
recession model to avoid instabilities. Interestingly, specular re-
flections during scanning laser operation (welding, scribing) cause
less instabilities, since they gradually move out of the laser inter-
action zone, rather than building up under the laser. Bang and
Modest [12-14] studied scribing of ceramics with specular reflec-
tions (with and without polarization effects), and Ki et al. [15,16]
modeled a three-dimensional (3D) keyhole for welding applica-
tions. Both Ramanathan and Modest [5] and Ki et al. [15,16]
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noticed that, once the hole attains sufficient depth, the absorbed
reflected irradiation density can exceed the absorbed direct irra-
diation by a factor of 10 or more, concentrating near the center of
the beam. Apparently, this is independent of surface quality, since
the first of these studies considered diffuse reflections, and the
second one specular reflections. It is the purpose of the present
work to study the effects of multiple, quasispecular reflections on
the drilling of deep, high-aspect ratio holes with a short-pulsed
laser (nanosecond range). Realizing that no real surface is a truly
specular reflector, a “quasispecular” reflector reflects its energy
into a small cone centered around the specular direction, with
Gaussian decay away from it. This results in a somewhat smooth-
ened distribution of reflected energy and, therefore, helps keep the
predicted drilling front stable. Nevertheless, some very minor ad-
ditional smoothing of the irradiation profile is required to retain
stability. This is to be expected: Experimental evidence suggests
that the slightest inhomogeneity (in material or beam stability) can
lead to vastly different (and strangely shaped) holes. As such, the
discussion here should be understood as qualitative, showing the
most likely hole shape in a reasonably homogeneous material ir-
radiated by a stable laser beam.

2 Theoretical Background

In order to obtain a realistic yet feasible mathematical descrip-
tion of the evaporation front that forms a high aspect ratio hole in
a solid irradiated by a short-pulsed concentrated laser beam, sev-
eral assumptions will be made:

1. The solid is isotropic with constant properties (evaluated
at evaporation temperature). Since conduction losses are
small during short-pulse irradiation (nanosecond range),
this assumption should be a good one.

2. The material is opaque, i.e., the laser beam does not pen-
etrate appreciably into the medium. This assumption is
good for metals; for other materials, such as ceramics,
slight penetration (of a micrometer or so) could easily be
incorporated into the conduction model, but is not ex-
pected to have a noticeable effect on the results [17].
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3. The change of phase from solid to vapor occurs in a
single step governed by an Arrhenius reaction rate. Dur-
ing nanosecond pulse irradiation the thickness of the heat
affected zone is of the order of 1 um; thus, if a liquid
layer exists it must be entirely too thin to modify the
results [17].

4. The evaporated material escapes from the hole and does
not interfere with the incoming laser beam, i.e., the opti-
cal thickness of the plume is very small at the laser wave-
length and during laser on time. Assuming all material to
escape is perhaps the weakest assumption: While plasma
formation may be limited for nanosecond pulses, it is
quite possible that some of the evaporated material can-
not escape from the large aspect ratio hole, but recon-
denses higher up at the hole wall.

5. Heat losses by convection and reradiation are negligible
(as compared to change-of-phase and conduction losses).
This has been shown to be accurate even for continuous
wave (CW) laser operation [18].

6. At the surface, the laser beam is reflected in a qua-
sispecular fashion, i.e., reflection is within a small cone
centered around the specular direction, with clipped-
Gaussian intensity away from the specular direction. This
serves two purposes: (i) no real surface can be expected
to be optically smooth, and (ii) specular reflection from
an axisymmetric hole wall would lead to the focussing of
an irradiation ring down to a single point, which is not
possible and would lead to infinite absorbed intensity at
the hole center. Surface reflectance is evaluated from
Fresnel’s relations, based on the material’s complex in-
dex of refraction m[19].

7. The laser beam is unpolarized, resulting in an axisym-
metric (rather than a three-dimensional) hole. In fact,
most lasers are circularly polarized, which, at the first
reflection, behave exactly like an unpolarized beam.
However, after several reflections (as are bound to occur
in deep holes) the beam becomes partially polarized, re-
sulting in seriously noncircular hole cross sections [20].
It was shown that trepanning (rotating work piece against
laser during drilling) results in essentially perfectly round
holes, which is assumed here.

The laser beam is assumed to have a spatially Gaussian power
distribution with an effective radius w(z), diverging away from the
waist, given by Kogelnik and Li [21] as

W@ =W ot D =M M

Wy
where w;, is the 1/€? radius at the focal plane (the waist) through
which 86.5% (or 1-€72) of the beam’s energy passes, B.. is the
far-field beam divergence angle, 7, is the distance between the
focal plane of the lens and the material surface (z;>0 for focal
point above surface, and z,< 0 for focal point below surface), M?
is a beam-quality factor (M2=1 for a Gaussian laser), and \ is the
wavelength of the laser (cf. Fig. 1).

A Gaussian beam has a plane wave front at the waist (i.e., a
radius of curvature of infinity) but assumes a curved wave front
away from the beam waist. The radius of curvature of the wave
front is

2
(Wo/ B=) } @)

rc(Z):(Zo’fZ)[l’rm

If the laser beam is visualized as consisting of a bundle of rays,
then the ray direction is normal to the wave front surface having
curvature r.(z). The direct radiation from the laser may then be
expressed as
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Laser beam \ :

Fig. 1 Laser drilling setup and coordinate system

F(x,y,zt) = [ sz(gz) ] Fo(t)e—z(x2+y2)/w2(z)éEXE/) 3)
S .

5 Xi+yj N N e oA
A—Azyz—ﬁ+k:tan 7y COS ¢l +tan ysin ¢j +k
§k Nrg@-x-y
where 1y is the angle between a laser ray and the z axis, ¢ is the
azimuthal angle for the ray measured from the x axis in the x-y
plane, and Fy(t) is the flux density at the beam center at the focal
plane. Since, in the present simulation, an axisymmetric hole is
considered, only beams lying in the x-z plane, or ¢=0, need to be
considered.

Two different temporal beam profiles are considered, viz., a
simple top-hat profile and a clipped Gaussian profile (which fairly
accurately represents the temporal power distribution of a
Q-switched Nd-YAG laser)

Foaw 0<t<ty,
Top hat: Fo(t):{ oav p (4a)
0 tyw<t<t,
t ~bitit,,)?
. . Foaa—e Wi 0<t<2ty,,
Clipped Gaussian: Fy(t) = tow
0 2t <t<t,
(4b)

where t,, is the nominal pulse width (on-time with power levels
larger than 50% of maximum, and t is the total pulse duration
(i.e., on and off time); Fg,y is the average flux density at the beam
center over the nominal pulse width, i.e.,

tp
LJ Fo(t)dt (5)

pwJ o

FOav =

For the clipped Gaussian profile the constants a and b are found
from Eq. (5) and the condition that the pulse width at half of
maximum is tp,. Both profiles are compared in Fig. 2 (with the
top-hat profile shifted for better comparison).

Following Modest [22,23] the transient heat conduction equa-
tion for a thick solid irradiated by a laser beam, and its auxiliary
conditions, may be written in nondimensional form as (slightly
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Fig. 2 Temporal laser pulse shapes: top-hat and clipped-
Gaussian profiles

modified for the present drilling scenario using a short-pulsed la-
ser)

a0
— =FoV?¢ (6)
ot
Initial condition:
t=0: 6(r,z0)=0
s(r,0) = 5(r) (7)
Boundary conditions:
rz— +o0o: 6=0; z=s(rt): Q,=NV,Ste-Fon: Vo)
(8)
Ablation condition:
z=s(r,t);  V,=C,eCll T/T0] (9)
with
r=riwg, z=7w,; s=gw,; t=tlty,
9= T_Tac; Q.= Qn =aF0'ﬁ+Qref; Ste = Ahy
Tre -T. FOav FOav Cp(Tre - Toc)
(10)
V, = Vilow . Fo= aptow N. = pC(Tre — To)Wy

’ c
Wo Wg FOavtpw

Here T, z, and s are dimensional coordinates and groove depth
(with the overbar shown only here in Eq. (10) to distinguish them
from nondimensional ones), which are then nondimensionalized
with the beam radius at the focal point, wy; ay=k/pc is the ther-
mal diffusivity of the material, T, is the equilibrium ablation (or
“removal” temperature), and Ah,, is the energy required to re-
move material (“heat of removal”, i.e., heat of vaporization in the
simplest case). The parameter V,, is a nondimensional (transient)
surface recession velocity (by ablation), Fo is the ratio between
pulse duration and heat diffusion time, N, approximates the ratio
of sensible heating (due to conduction) and the incoming laser
flux; and Ste is the Stefan number that compares ablation energy
with sensible heat. The nondimensional absorbed radiation Q,
consists of two parts: a direct irradiation part (with o being the
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Fig. 3 Specular reflection cone with Gaussian decay of
strength away from specular direction

directional surface absorptance as calculated from Fresnel’s rela-
tions [24]), and the contribution from multiple reflections, evalu-
ated from ray tracing.

The boundary condition at the top surface, z=s(r,t), specifies
that absorbed laser irradiation is used up by conduction losses and
by the latent heat required to ablate material. The ablation velocity
(normal to the surface) is governed by a simple reaction equation
of the Arrhenius type [22].

3 Solution Approach

Equation (6) with its auxiliary conditions (7)-(9) forms a com-
plete set of dimensionless equations in transient form to predict
the forming hole shape s(r,t) and temperature field 6(r,z,t). In
order to find a simple, approximate solution for the conduction
loss Eqg. (6), we will assume that conduction takes place only in
the direction of the (local) surface normal, i.e., the loss is locally
one dimensional. Transforming coordinates to n, a nondimen-
sional distance from a surface location pointing into the medium
along the local surface normal (see Fig. 3), the solid will move
through the origin for n with the ablation velocity V, into the
negative n direction. Thus, Eq. (6) transforms to

a9 90 __ F0 "

ot an oot 11
Equation (11) is solved iteratively together with Egs. (8) and (9)
by a simple finite difference scheme (using a tridiagonal solver).
In order to do so the local heat affected zone thickness must be
(conservatively) estimated: Each pulse consists of a warmup pe-
riod (without evaporation), during which time np,, is estimated as
(conduction into a wall subject to constant flux)

Nmax(F, 1) = 6yFot (12)

and an evaporation period, during which n.,,, remains essentially
constant as (quasisteady-state conduction with all energy going
into ablation)

Nmax(r,t) = 6F0(1 + Ste)N/Q, (13)
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For this Eq. (11) is transformed one more time, using a new in-
dependent normal variable v=n/n,, leading to

90 (Vo 9 90 _ Fo #0
— -\ +-hn| =" (14)
ot Niax (9t IV Nipay IV
Fo 06
z=s(r,t)[v= 0] — —V Ste — — (15)
Nmax IV

For the finite difference solutlon values for 6 and np,, must be
stored for one time step.

Although the laser beam has a Gaussian intensity distribution
and is best described by the wave equation [25], it may also be
approximated as rays. The reflected direct irradiation is also as-
sumed to consist of rays traveling along a straight path, i.e., the
near-field phase information from wave theory is neglected. The
total irradiation on the groove surface is then obtained by adding
the direct irradiation calculated using Eqg. (3) and the irradiation
from multiple reflections. The reflected beam direction and the
absorbed energy strongly depend on the surface normal and,
therefore, on the method of surface representation. In the current
study the hole is considered to be axisymmetric and, thus, only
reflections in the x-z-plane are considered. The hole surface is
described by two parametric cubic splines, each containing N,
(r,1) and (z,1) pairs, respectively, where | is arc length along the
hole’s surface. Such splines not only guarantee second-derivative
continuity, but also allow multivalued (r,z) pairs. The latter is
important for holes which have “throats,” (i.e., the diameter below
the surface is not monotonically decreasing, and there may be
multiple z values for a given r), as may occur due to focussing
effects of multiple reflections. The spline knots (I positions) are
updated periodically to keep them roughly equidistant (in arc
length) even in very deep holes. This is always done between
pulses, when the material is cold (and updating the internal tem-
perature is not an issue). As indicated earlier, the interaction be-
tween irradiation and surface recession is extremely strong, with
the slightest variation in hole shape causing great changes in re-
flected intensity and vice versa. Thus, to avoid statistical scatter,
ray tracing with nonrandom emission positions has been used in
the current study (rather than a standard Monte Carlo method).
Several schemes were tried to simulate truly specular reflections,
such as focussing/defocussing of an infinitesimal beam by a
curved surface, collection of reflected rays by individual cells, etc.
All these attempts resulted in unstable situations, as they should:
For a deep hole there will always be a ray reflected off the side
wall that hits the center of the bottom. In an axisymmetric hole
this implies focussing a ring onto a point, resulting in infinite
intensity and violating the laws of optics. It was, therefore, de-
cided that the surface should not be treated as perfectly specular,
but only preferentially specular, with Gaussian decay away from
the specular direction &,. Consider a beam undergoing a first re-
flection, and then travelling on and hitting the hole wall again
after a distance I, as shown in Fig. 3. If the beam carries a total
energy of Qy, then the beam energy density in a plane normal to
&, at location | is assumed to be

e (16)

where p is radial distance away from the ray center in a plane
normal to S, and

Qo= qbf & P 27pdp = m, 17)
A
(where the second equality only holds if no beam shading occurs,
which happens in deep grooves after several reflections and/or
with too large cone opening angles). Thus, lines of equal intensity
form circles in a plane normal to &, an ellipse in a plane oblique
to S, and a somewhat more complicated shape in a rotationally
symmetric curved body (drill hole). This two-dimensional distri-
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bution of reflected energy needs to be accounted for. With some
algebra and assuming, for a small cone angle 6, that all beams in

the cone hitting the hole wall travel parallel to sSp s(|+szk the
cone radius p for a point on the wall r=r cos ¢|+r sin ¢j+zk

with respect to a beam hitting point rg=ri +zok in the x-z-plane is
determined from

p*=r=ro=[(r-ro)-3J5°

=[(r cos ¢~ ro)s, = (2= 29)8J* + r’sin’ ¢ (18)

and

d’max
Qp=20 f f e‘(f"d>2(§sp-ﬁ)d¢rdu (19)
uvo

where A is the outward surface normal at r, and u is the arc length
along the hole wall in the x-z plane. The value of the maximum
azimuthal angle is ¢ya=, unless the beam hits the surface from
behind (S5,-A<<0), in which case ¢y is determined from

§p-N=sncos p+s,n,=0 (20)
where (n,,0,n,) is the surface normal at (r,z) in the x-z-plane.
The double integral in Eq. (19) is evaluated numerically for each
(r,2) cell by using a simple Newton-Cotes scheme in the u direc-
tion (x-z plane), and a five-point Gaussian scheme [p(dmax)
<3.5d] or a five-point Hermitian scheme for the azimuthal inte-
gration. To conserve energy in the case of partial blockage, the gy
is adjusted so that all contributions add up to Qy,

4 Results and Discussion

To investigate the effects of multiple specular reflections on
drilling rates and hole geometry, a “typical” Nd-YAG laser, such
as the Photonics Industries DS10-355 in our laboratory with a
Gaussian temporal pulse profile similar to the one shown in Fig. 1
with t,,,=4 ns was used which has an M2=1.88 and, after focus-
sing through a 50 mm lens onto the surface of the workpiece,
has a beam radius of wy=13 um. For most runs a pulse energy
of E,=100 nJ was employed. As a representative material
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Fig. 4 Influence of time step, cell number, and ray number on

accuracy of solution during nanosecond laser drilling
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Fig. 5 Influence of pulse strength and pulse temporal shape

on conduction losses during nanosecond laser drilling

aluminum was chosen (ay=6.2x107° m?/s, p=2700 kg/m?, ¢
=1200 J/kg K, Ah,=13 MJ/kg). This results in the following
nondimensional parameters:

B.=0036; Ste=4.71, Fo=15x1073 N.=0.250

(21)

For the most part a refractive index of m=1.4-5.619i was used
(with a normal absorptance of a,=0.15) but, to test the influence
of absorptance, values of m=1.4-7.088i («,=0.10) and m=1.4
-4.716i (a,=0.20) were also employed.

Figure 4 shows the sensitivity of the solution to the number of
radial nodes (N,), number of rays traced per node (N;) and the
time step, all for eight 100 wJ pulses, i.e., at a time when multiple
reflections just start appearing, carving out a small bulge near r
=0.5 (here shown for a specular cone angle of 6,,=3 deg). Also
shown is the absorbed irradiation due to multiple reflections. It is
seen that N,=100, N,=10, and At=5x%107% is more than ad-
equate. However, it was observed that, for very deep holes, cumu-
lative effects from a too large time step occurred, also causing
worse instabilities. Thus, once the hole reached a certain depth, a
much smaller time step of At=5X107* was generally employed.
In addition, N,=200 was used for deep holes to assure that nodes
remained reasonably close together.

A similar sensitivity study is shown in Fig. 5, here studying the
importance of conduction. It is seen that, whether four pulses at
200 wJ or eight pulses at 100 nJ are used makes relatively little
difference: The four-pulse holes are slightly deeper (less conduc-
tion loss), but the difference is small, since conduction losses are
small. Similarly, the differences between top-hat and Gaussian
temporal profiles are small, with the Gaussian profile incurring
larger conduction losses (since total pulse on time is doubled).
The differences are more pronounced in the reflected radiation
profiles, indicating their sensitivity to the slightest variation in
hole shape.

This sensitivity can be clearly observed in Fig. 6, which shows
the absorbed specular reflections for one of the previous holes
(eight pulses at 100 wJ, top-hat laser profile) as a function of
specular reflection angle 6, For 65,=3 deg two mild peaks are
observed, but more and sharper peaks appear for smaller 6g,. Such
sharp irradiation peaks burrow small dimples into the hole walls,
making the problem unstable within a few time steps. In Fig. 6 for
all cases the same hole geometry was used (obtained by using
05,=3 deg for drilling up to that point). If, say, 6;,=0.5 deg were
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Fig. 6 Influence of specularity angle on distribution of re-
flected energy inside laser-drilled hole

taken from the beginning, the hole shape would still look essen-
tially identical (little ablation due to reflected energy up to that
point); but the reflected energy picture already resembles random
noise (not shown). Therefore, any deep drilling with a 6,
=5 deg should be expected to become unstable.

During drilling, as the hole gets deeper, multiple reflections first
become important when the hole depth reaches about s(0)=0.7,
with reflections hitting a ring with r =0.5 (with intensity decreas-
ing toward r=1 because of the grazing angles). This is shown in
Fig. 7 for 65,=5 deg, and three typical ray paths are depicted in
Fig. 7(a) for a shallow hole, showing that no beam undergoes
more than one reflection. As the hole gets deeper multiple reflec-
tion intensity peaks occur, depending on specularity angle 6,; for
0s,="5 deg generally only two peaks are present as long as the
hole shape is relatively smooth; still no beam undergoes more

Vo

[

>
8 pulses 16 pulses 19pulses ﬁ

v

Fig. 7 Typical laser ray reflection paths for varying hole
depths (Ste=4.71,N.=0.25,«,=0.15, 65,=5 deg); (a) hole after
eight pulses (without reflection effects), (b) after 16 pulses
(with bulging due to reflections), and (c) after burn-through
(with strong beam trapping). Dimensions are to scale (with a
material thickness of 10wy).
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Fig. 8 Hole development as a function of pulse number (Ste=4.71,N.=0.25, a,=0.15, 6,,=5 deg);
left: hole cross section, right: absorbed, multiple-reflected laser power

than a single reflection. As the hole gets even deeper, the peak at
the smaller r grows and slowly moves toward r=0; now a number
of beams start to have two and more internal reflections. Eventu-
ally, once the hole depth exceeds s(0) = 1.5-2, the reflection peak
at the center becomes totally dominant, due to beams channeling
near the center, as seen in Fig. 7(b). Once the hole depth exceeds
s(0) =5 the average number of reflections that a beam undergoes
can be ten or more. However, once the material is punched
through, many beams escape through the bottom after only one or
two reflections (Fig. 7(c)), and the reflection peak vanishes.

As a typical example of the drilling process, Fig. 8 shows the
pulse-to-pulse progress of drilling through a 10w=130 wm thick
aluminum film with a 100 wJ laser, using a specularity angle of
65,=5°, and an index of refraction of m=1.4-5.619i («,=0.15).
Shown are hole cross sections (left frame) and the locally ab-
sorbed amount of reflected radiation, both in nondimensional form
and at the end of the (top-hat profile) pulse. As indicated earlier,
multiple reflections do not occur until the seventh pulse (small
single peak), and start becoming important after eight pulses (also
depicted in Fig. 7(a)), showing two peaks (somewhat less pro-
nounced than the 65,=3 deg case shown in Fig. 5. As the hole
deepens, a third peak appears and all peaks move toward the hole
center until, after 12 pulses, the center peak dominates; however,
a second, off-center peak remains for the duration of the drilling
process, causing a bulge in the hole profile around r=0.5. Note
how, after about 15 pulses beam channeling at the beam center
becomes so strong to dramatically increase the drill rate per pulse.
After 18 pulses a maximum Qs (= absorbed portion of multiple-
reflected energy) of 2.6 =17, is reached (i.e., 17 times the maxi-
mum possible direct irradiation), gradually decaying again for
subsequent pulses. After burn-through, Q. drops dramatically,
since a large portion of reflected beams escape through the hole,
Fig. 7(c). In order to keep the calculations stable Q. was smooth-
ened with a least-squares-error spline whenever it displayed more
than three off-center maxima. However, the smoothing range was
limited to small changes, i.e., the smoothing would break down in
the presence of four or more large off-center peaks. Under this
scenario slight surface roughness still can occur and, for that rea-
son, ablation velocity V,, was also smoothened (subject to the
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same conditions as Q). This avoided smoothing of the hole
shape itself (and thus avoiding possible negative ablation).

Comparison with experiment shows that the drill rate does, in-
deed, increase with hole depth (or material thickness) [26]. How-
ever, while Fig. 8 (as well as all later figures) shows a doubling of
the drill rate between the thicknesses of four (52 um) and ten
(130 um), experiments for aluminum saw only an increase of
about 30%; for stainless steel, however, a doubling of the drill rate
was observed. Experiment also showed that, for thicker specimen
the drill rate decreases again (apparently due to decreased focus-
sing and increased conduction losses) [26].

Figure 9 shows that changing the specularity angle to 6,
=10 deg makes relatively little difference: The third peak after ten
pulses is washed out, and the general amplification near the beam
center is somewhat lower. Therefore, 20 pulses rather than 19 are
required for drill through. Lowering the specularity angle to 6,
=3 deg, as shown in Fig. 10, also seems to yield little qualitative
change, simply accentuating peaks and bringing down the drill
time to 18 pulses. However, the off-center peaks tried to dig a
secondary hole maximum near r=0.1, which required a little
smoothening of the hole shape itself. Thus, not surprisingly,
smaller specularity angles cause greater instabilities that can lead
to runaway if not smoothed (as frequently observed in experi-
ments). Differences were also small due to the fact that no beam
was allowed to focus to a spot smaller than 0.1wg, making many
reflections in deep holes (with short distances between reflections)
independent of small values for 6,

Finally, Figs. 11 and 12 show the effects of raising or lowering
the normal absorptance to 0.20 and 0.10, respectively. As ex-
pected, raising absorptance increases drill rates (16 pulse for drill
through), while lowering «,, decreases it (26 pulses). Qualita-
tively, the drilling behavior is the same for all three absorptances.

Summary and Conclusions

A two-dimensional, axisymmetric model was established to
study the effects of multiple, specular reflections during evapora-
tive drilling with nanosecond laser pulses. To avoid the physically
impossible focussing to a point, specularity was defined as reflec-
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Fig. 9 Hole development as a function of pulse number (Ste=4.71,N.=0.25, &,=0.15, 65,=10 deg);
left: hole cross section, right: absorbed, multiple-reflected laser power

tion into a narrow cone with Gaussian decay away from the
specular direction. Results show that, independent of specularity
level, reflected energy levels exhibit a dual peak profile, with a
peak at the beam center becoming more and more dominant as the
hole gets deeper. Thus holes are formed which (i) exhibit a bulge
away from the hole center, and (ii) totally absorb the laser’s en-
ergy at the beam center due to many reflections, resulting in
strong increases in drilling rates.

or 0,,=3°, 0,=0.15

Acknowledgment

This work was supported by the Office of Naval Research, the
Marine Corps Contract No. M67004-99-D-0037, Delivery Order
0089.

Nomenclature
¢ = specific heat

Fig. 10 Hole development as a function of pulse number (Ste=4.71,N;=0.25, a,,=0.15, 6,,=3 deg);
left: hole cross section, right: absorbed, multiple-reflected laser power
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Fig. 11 Hole development as a function of pulse number (Ste=4.71,N.=0.25, @,=0.20, 65,=5 deg);
left: hole cross section, right: absorbed, multiple-reflected laser power

C,,C, = constants in Arrhenius relation k = thermal conductivity
d = specular reflection cone diameter A = unit surface normal
E, = total pulse energy n = distance along surface normal, measured from
F = irradiation flux vector surface
Fo = radiation flux density at center of beam at fo- m = complex index of refraction, m=n-ik
cal plane M2 = beam quality parameters
Fo = Fourier number (pulse time-to-diffusion time N; = sensible heat-to-laser power parameter
ratio) Q, = (dimensionless) absorbed irradiation flux at
Ah,, = “heat of removal” (enthalpy of evaporation) surface
i’j\’k = unit vector in X, y’ and z directions r = dimensionless radial COOI’dinate

- 0,,=5°, 0,=0.10

~

N

Fig. 12 Hole development as a function of pulse number (Ste=4.71,N;=0.25, a,=0.10, 6,,=5 deg);
left: hole cross section, right: absorbed, multiple-reflected laser power
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(dimensionless) groove depth
= unit direction vector
Ste = Stefan number (ablation energy-to-sensible
heat ratio)
t = (dimensionless) time
T = temperature
T, = evaporation (or decomposition) temperature
V, = (dimensionless) ablation velocity at surface
w,Wy = 1/€? radius of laser beam (at focal plane)
X,¥,Zz = (dimensionless) Cartesian coordinates
ay = thermal diffusivity
a = local effective absorptance at laser wavelength
and incidence direction
B.. = far-field beam divergence
N = wavelength of laser radiation
p = density of the medium, or radial distance from
specular direction
0 = dimensionless temperature
s, = opening angle of specular reflection cone
¢ = azimuthal angle (x=r cos ¢,y=r sin ¢)

s(r,t)
(3

Subscripts
n = normal incidence
re = evaluated at evaporation (or decomposition)
temperature
0 = at focal plane
w = evaluated at ambient conditions, or located far
away
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Modeling and Experimental
Verification of Transient/Residual
Stresses and Microstructure
Formation in Multi-Layer Laser
Aided DMD Process

S. Ghosh Despite enormous progress in laser aided direct metal/material deposition (LADMD)
. process many issues concerning the adver se effects of process parameters on the stability
J. Choi of variety of properties and the integrity of microstructure have been reported. Compre-
. hensive understanding of the transport phenomena and heat transfer analysis is essential
Department of Mechanical and Aerospace to predict the thermally induced residual stresses and solidification microstructure in the
o Enginegring, deposited materials. Traditional solidification theories as they apply to castings or re-
Un|versny108f7lx(/)l|§;our|—CBOI:a, lated processes, assume either no mass diffusion in the solid (Gulliver-Scheil) or com-
iner Circle,

plete diffusion in the solid (eguilibrium lever rule) in a fixed arm space. These are
inappropriate in high energy beam processes involving significantly high cooling rates.
The focus of this paper is the solute transport in multi-pass LADMD process, especially
the coupling of the process scale transport with the transport at the local scale of the
solid-liquid interface. This requires modeling of solute redistribution at the scale of the
secondary arm spacing in the dendritic mushy region. This paper is an attempt toward a
methodology of finite element analysis for the prediction of solidification microstructure
and macroscopic as well as microscopic thermal stresses. The computer simulation is
based on the metallo-thermo-mechanical theory for uncoupled temperature, solidifica-
tion, phase transformation, and stress/strain fields. The importance of considering phase
transformation effects is also verified through the comparison of the magnitudes of re-
sidual stresses with and without the inclusion of phase transformation kinetics. The
simulation has been carried out for H13 tool steel deposited on a mild steel substrate.
[DOI: 10.1115/1.2194037]

Rolla, MO 65409

Thermal distortion and residual stresses are essentially gener-
ated by LADMD process [1-4] and it is well known that they

1 Introduction
LADMD process has demonstrated the ability to make a metal

component, either homogeneous or heterogeneous, directly from a
three-dimensional computer aided design (CAD) model. This pro-
cess is achieved with a laser system combined with a numerical
control (NC) machine tool or laser robot, CAD/CAM (computer
aided manufacturing) technology, metal powder delivery system,
and feedback control technology [1,2]. The three-dimensional
CAD model is first sliced down to multiple two-dimensional lay-
ers. Each layer is then built using an optimized tool (laser) path
pattern. In a sense, LADMD is a kind of layered manufacturing.
Machine tool path for deposition can be obtained using the CAD/
CAM software algorithm that provides the required G and M
codes. During deposition, the deposition height is controlled by a
feedback device that provides deposition height information to the
controller through high speed CCD camera and photo sensor. The
size of melt pool due to laser-substrate-powder interaction can be
controlled by controlled feeding of metal powder through a con-
centric nozzle. Laser power can be controlled by the feedback
system. References [1,2] have very well documented the funda-
mentals of LADMD process, process control, and influence of
process parameters. Hence, further discussion of LADMD in this
article is deemed unnecessary.

Contributed by the Heat Transfer Division of ASME for publication in the Jour-
NAL oF HEAT TRANSFER. Manuscript received May 2, 2005; final manuscript received
December 12, 2005. Review conducted by Ranga Pitchumani. Paper presented at the
2004 ASME International Mechanical Engineering Congress (IMECE2004), Novem-
ber 13-19, 2004, Anaheim, California, USA.

662 / Vol. 128, JULY 2006

Copyright © 2006 by ASME

affect the performance of the deposited structures such as brittle
fracture, fatigue, buckling deformation, and stress corrosion
cracking. Modeling of heat flow has become a standard practice
and efforts have already been made to couple heat flow calcula-
tions to related macroscopic phenomena such as mould filling in
casting, fluid flow, macrosegregation, or thermal stresses. Melting
and solidification occur at very high rates in laser processing of
materials. Because of the small dimension of the system and the
fast rate of heat transfer, the process exhibits phenomena that are
far from equilibrium. In these cases, not only microscale heat
transfer, but also the microscale mass transfer and non-
equilibrium phase-change Kinetics become important. Macro-
scopic aspects are important in predicting macroscopic defects or
optimizing process conditions, while microstructural features such
as phase appearance, morphology, grain size, spacing, or micro-
defects are certainly no less important in determining the ultimate
properties of the solidified product. A complete model that pro-
vides a quantitative relationship between process parameters, tem-
perature history, phase transformation kinetics, solidification pa-
rameters, and the thermal stresses along with the deposited
material microstructure is highly desirable.

In the processes incorporating phase transformation, such as
laser cladding and LADMD, the change of material structure is
necessary to be included in the analysis of thermal and residual
stresses since the structural changes due to phase transformations
are strongly coupled with the fields of temperature and stresses.
This has been termed as metallo-thermo-mechanical coupling
[5,6], and mode of such coupling is schematically illustrated in
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Fig. 1 Metallo-thermo-mechanical coupling during processes
involving phase transformation

Fig. 1. As explained by the authors [5,6], when the temperature
distribution in a material (and in some cases the heating and cool-
ing rate) is unequal, thermal stress (1) is caused in the solid, and
the temperature dependent phase transformation (3) leads to alter-
nations in structure such as austenite-pearlite and austenite-
martensite transformation. Local dilatation due to phase changes
in the solid brings about transformation stresses (5) and also the
effect of transformation plasticity interrupts the stress/strain field
of the body. Contrary to these effects, arrows facing the opposite
direction indicate different coupling modes. Part of the mechani-
cal work done by existing stress in the material converts into heat
generation (2), so disturbing the temperature. The acceleration of
phase transformation by stress or strain, called stress-(or strain)
induced transformation (6), is sometimes applied to improve the
mechanical properties of metals. Arrow (4) corresponds to latent
heat generation due to phase transformation, which affects the
temperature distribution. In addition to such effect of coupling,
content of carbon which diffuses during the carburization process
is also considered to cause some influence on the fields.

Although Fig. 1 shows the complete nature of the phenomena,
this paper is essentially a study of (1) a preliminary estimation of
temperature history of the system and the prediction of residual
stresses which also include the phase transformation kinetics of
the material during its cooling and (2) the prediction of solidifi-
cation microstructure based on the temperature history.

Several papers have discussed residual stresses in laser-
deposited metal parts [1-4,7-9], structures with fast heating and
cooling [10-16] and welded structures [17-19] in the past. Kahlen
and Kar [7] have tried to model the residual stresses by analyzing
the geometry of the melt pool and propagation of the solidification
front and solidification angle with respect to time. However, they
have considered only one component of strain rate, which depends
on the solidification rate and the material dependent thermal ex-
pansion coefficient. Dai and Shaw [8] have used the commercial
code ANSYS for the thermal and stress modeling of multi-
material laser processing in different scanning patterns as well as
different fabrication sequences. The code accounts for the strain
rates due to elastic, plastic, and thermal components only. Nickel,
Barnett, and Prinz [4] have tried to relate residual stresses and
deformations to tool path orientation and deposition pattern. Their
simulation for layered manufacturing without any material addi-
tion to the melt pool certainly requires modification. Their other
approach to have an entire line of material heated at the same
instant and gradually allowed to cool for a total time it takes for
the laser to scan the entire line in actual experiment also does not
conform to the quasi-steady state nature of heat transfer around
the moving heat source. Roelens, Maltrud and Lu [17] have suc-
cessfully simulated the residual stresses in submerged arc multi-
pass welds with the inclusion of phase transformation. However,
they restricted their approach to two-dimensional thermoplastic
calculations in general plane strain elements.

A perspective of evolution of microstructure during solidifica-

Journal of Heat Transfer

tion is presented in this paper. Particular attention is paid to the
effect of system size and resultant scale dependence of the micro-
structure and segregation profile. Most alloys solidify dendriti-
cally under commercially relevant conditions, and the microseg-
regation is defined as the compositional variation existing on the
scale of the dendrite arms. Dendrites are themselves a result of a
morphological instability, so it is not surprising that the result is so
variable. However, the microstructure will still tend to display
typical average dendrite arm spacing and an associated degree of
microsegregation. Finally, it is shown how the microscopic mod-
els of microstructure formation can be coupled to macroscopic
heat flow calculations in order to predict microstructural features
at the scale of the whole process.

Several different theoretical models have been proposed in the
literature to correlate various microstructural characteristics of so-
lidified alloys with processing conditions [20]. Likewise, many
papers [21-24] have correlated the dependence of microstructural
characteristics on macro-processing conditions and attempted to
draw either analytical or empirical relationships between various
parameters based on the constitutive models of mass, energy, and
diffusion equations. Wang and Prasad [21] emphasized the growth
of velocity-dependent non-equilibrium solute partitioning coeffi-
cient. At the same time they disregarded the linear kinetics theory
of local thermodynamic and chemical equilibrium at the interface
which may not be valid since the interface velocity may reach or
exceed the diffusion velocity. To account for such local non-
equilibrium at the interface, Sobolev’s hyperbolic solute transport
formulation is employed. Ode et al. [23] stressed the fact that
most of the theoretical models predict the relationship between
secondary dendrite arm spacing, \,, and the local solidification

time, t¢, as )\Zoct%B but the experiments show that the exponent is
not always 1/3. They assumed a constant equilibrium partitioning
coefficient in their work.

A finite element (FE) model has been developed to account for
both micro solidification and residual stress effects. In the first
phase of this program, the temperature and phase composition
history is calculated using the heat diffusion elements of a com-
mercial code, ABAQUS. In the second phase, stress-strain ele-
ments are used and the mechanical behavior is modeled by a
subroutine. And in the third phase, microstructure calculations are
made using a user subroutine.

2 Mathematical Model

2.1 Temperature Distribution. In laser aided DMD process
a moving laser beam strikes on the substrate at t=0. The powder
being added gets melted and subsequently solidified after cooling
to form the clad. The transient temperature distribution T(x,y, z,t)
is obtained by solving the three-dimensional heat conduction
equation in the substrate [25].
aT
pcpE—pch(UT)—V(KVT)zQ. (1a)
Equation (1a) is a generalization of Rosenthal’s derivation for a
moving heat source in a quasi-steady state form. As mentioned
earlier, the FE model, used to solve the conduction equation, does
not directly accommodate the moving nature of heat source. How-
ever, a reasonable approximation is to divide the material addition
onto the substrate into many small time steps, and apply variable
flux and boundary conditions in each time step. A user subroutine
is written for this approximation. The subroutine calculates the
position of laser at a given time as a function of its speed (U) and
the Gaussian flux distribution in terms of spatial coordinates. This
approximates the quasi-steady state phenomena within the small
time step and transient phenomena of the process as the time steps
change. Hence, Eq. (1a) is actually used in the program in its
simplified form given by Eq. (1b) that needs to be solved for
every time step with new boundary conditions each time,
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aT
pcpE—V(KVT) =Q (1b)
The essential boundary condition (BC) is
wa\g iféevw
—K (VT )=y =N (T=To)le= e (T*-To)l, iféel
_h(T_To)lg_StU(T4_Tg)|g |f§¢\lf
2)

In other words, enhanced convection due to shielding gas gush-
ing out of the coaxial nozzle (inner nozzle for laser and the outer
nozzle for shielding gas) and the radiation heat transfer due to
localized melt pool must be considered for the surfaces directly
below the nozzle. For simplification, the powder deposition was
approximated with linear brick elements, the top surface of which
has the input flux boundary condition, while the exposed faces
have the enhanced convection and radiation boundary conditions.
The surfaces not irradiated by the laser have been observed to
have very small change in temperature. For such cases, small heat
transfer coefficient of 10 W/(m? K) was assumed.

The following conditions should also be satisfied:

T(x,y,20)=T, and T(x,y,z,0)=T, 3)

The first of the two time dependent conditions in Eqg. (3) is
valid only for the start of the first pass of deposition. The second
condition in this equation is required when the residual stresses at
t—oo are to be calculated.

2.2 Calculation of Microstructure Evolution. The approach
in calculating microstructure evolution, such as austenite decom-
position and the rate of formation of different phases during cool-
ing process, proposed by Das, Upadhya, and Chandra [10] has
been adopted. As mentioned by the authors, austenite decomposi-
tion has been modeled earlier by Kirkaldy et al. [11] based on a
steady state approach using reaction kinetics for solid-state trans-
formations. Using this approach it is possible to predict TTT
(time-temperature transformation) curves for low alloy steels with
a reasonable degree of accuracy. Watt et al. [12] have used this
approach in combination with the austenite grain growth models
developed by Ashby and Easterling [13] to predict microstructures
in the HAZ of weldments. The rate of formation of different
phases during the cooling process at any temperature can be esti-
mated using Watt algorithm [12], which is given by

dX;

d_tl =B(G, T)X{ (1 - X)P (4)
where r and p are semi-empirical coefficients set to less than one
to assure convergence in a form that is derived from a point nucle-
ation and impingement growth model. Thus, Eq. (4) can be used
to track the evolution of microstructure if one can determine the
thermal history of the location of interest. The rate coefficient B
includes the effect of grain size on the density of eligible nucle-
ation sites. It also includes the amount of austenite super cooling
and the effect of alloying elements and temperature on diffusion.
The actual expressions for B, r, and p for various phases are
available in Ref. [12]. As shown in Eq. (4), the effective rate
coefficient B is a function of both austenite grain size G, and the
transient temperature T. Since no empirical relationship could be
established to depict the coupled behavior of B with the transient
nature of both G, and T, daughter phase fractions in each time
step of the simulation were obtained from the TTT curve widely
available in data handbooks.

2.3 Calculation of Stresses. The total strain rate can be writ-
ten as the sum of the individual components of the strain rates [6]

o —EL Pl T L DAV, S TP
8ij—8ij+8ij+8ij+8ij +8ij (5)
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The various components in Eq. (5) represent strain rates due to
elastic, plastic, thermal loading, volumetric change, and transfor-
mation plasticity, respectively. Here, elastic and thermal strains
are normally expressed as [6]

1+v v
85=?Uij‘EUkk5|j (6)
and
&l = a(T = Ty)§; (7)

The plastic strain rate is reduced to the form when employing
temperature dependent material parameters [6]

o OF [ OF . OF.  dF.\oF
85:A_:G(_UkI+ET+ERXi>_ (8)

(?O'ij (90'k| (90'”
with a temperature dependent yield function
F=F(oij, &%k, T,%) 9
1 oF  oF dF
where —=- Pt O | T— (10)
G doyn  IK dom

G is termed as the hardening function.

However, to simplify the model, yield function F has been as-
sumed to be independent of phase fraction X;. Also, kinematic
hardening was considered for calculations.

24 Kinetics of Phase Transformation. The incremental
transformation plasticity can be written as [14]:

55.AV
peTP= 230V ) 2X, = AX)AX
4YV
where Y is the yield stress of the weaker phase. Austenite is the
weaker phase during these transformations. The strain increment
due to the volumetric dilatation can be written as

Aetv=2Yax
3V

As explained by Das et al. [10], even though in most phase
transformation stress calculations volumetric strain and transfor-
mation plasticity are treated as two separate quantities, they are
not unrelated effects. The term “volumetric strain” is used to rep-
resent the change in volume due to transformation per unit origi-
nal volume, whereas “transformation plasticity” refers to the
strains produced by the interaction between the stresses generated
due to the transformation of individual grains and the macroscopic
stress field that already exists in the system. Thus, there could be
situations when the volumetric strain is non-zero but, the transfor-
mation plasticity is zero. These phenomena affect the stress field
during the transformation from a face centered cubic to a body
centered cubic structure. The present article treats both volumetric
strain and transformation plasticity separately. It also assumes that
both of them exist independently during solid-solid phase trans-
formation. The last two terms in the strain rate Eq. (5) are non-
zero only in the temperature range where the phase transformation
occurs. The phase fractions are calculated from the phase trans-
formation kinetics model outlined in the previous section. The
fractions are then used in Egs. (11) and (12) to update the trans-
formation strain increments and the volumetric dilatation strain
increments. The net strain increment values are then used to cal-
culate the induced stresses. Equation (11) is only valid for a trans-
formation process with constant temperature, involving only one
transformation product [15]. In a realistic cooling process, on the
contrary, several simultaneous transformation processes may be
present, and the temperature is continuously changing. The time
discretization is implemented according to the following approxi-
mation: First: The temperature decreases without any phase trans-
formation. Second: Time elapses and all phase transformations
take place simultaneously. When there is an amount of a third

(11)

(12)
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phase present during a transformation, the most logical way of
treating it is to assume that it is totally inert and does not influence
the transformation in any way.

25 Solute-Diffusion Equation. In full diffusion equilibrium
solidification that assumes no chemical potential gradients (phase
compositions are uniform) and no temperature gradient, lever rule
applies, i.e., a constant partitioning coefficient can be used. How-
ever, for non-equilibrium solidification wherein the dynamic ef-
fect of partitioning coefficient is to be accommodated, a simple
model proposed by Aziz is used [24].

K = k+ P,
" 1+P
where P;, the interface Peclet number, is given by P,=&v/D;.

(13)

2.6 Dendrite Pattern. The solidification model presented in
this section has been adopted from Kurz and Fisher [20]. They
have modeled the dendritic growth assuming that the dendrite tip
radius is equal to the wavelength of the critical instability of the
solid-liquid interface. By minimizing the undercooling with re-
spect to the radius of curvature of the tip, they have obtained
steady-state growth velocity as given by

~ 2D(GR? + 47°T")

T R(1-KG-2(1-KCom+4mR(1-K)
The critical velocity of interface solidification growth is given

by

v (14)

—_ Ea
-mGD exp< T)
_ \RfTJ

Ucritical = AT, (15)
where
ATy =-mCy(1 - k)/k (16)
At small velocities: (v <vitical)
v= 2DG (17)
R(1-KG-2(1-KkCym
2D 2mC
R= T 9t TO (18)
At large velocities: (v > vitical)
47°DT
~ RiL-Kcom e
Dr |2
R= 27{ UMTO] (20)

i.e., at small growth rates, the radius declines rapidly with increas-
ing growth rate and at large growth rates, the radius falls paraboli-
cally with increasing growth rates. Assuming the overall morphol-
ogy of the dendrite to be ellipsoidal, the primary dendrite arm
spacing Aq is given by:

For small velocities: (v <vgiticar)

\ = 6AT’ (9) _ ATk v (21)
lea-wl\v G
For large velocities: (v > vgitical)

DT 1/4

A= 4.3AT’(1/4)[m] v G2 (22)
0
AT GD
where AT = ——| 1~
(1 - k)( UATO>

The secondary arm spacing \, is one of the most important
length scales of dendritic microstructure since it determines the
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Fig. 2 Flow chart showing the microstructure computation
and net residual stress calculation procedure with the inclu-
sion of phase transformation

periodicity of solute segregation profile in the solidified material
and thus influences its properties. The side branches become
stable when the solute diffusional effects for instability are bal-
anced by the stabilizing effect of the surface tension. As proposed
by Kurz and Fisher [20],

r r
—ngZ[E‘H |n<1— EO” = Mt;

c"
-I'DIn| —
Co

m(L - K)(CM'~ Cy)

Assuming R/AJ=0.7 and ro/R=0.8 for a process like
LADMD, the above is simplified to

Ay = (Mtp)M2

(23)

where M =

(24)

3 Solution Scheme

3.1 Thermal Run. A flowchart showing various steps in the
computational scheme employed in this work is given in Fig. 2.
As discussed in Ref. [26], a transient thermal analysis is first
performed within ABAQUS [27] to determine the temperature
history in the work piece. This would need the thermal properties
like, density, specific heat, conductivity, and latent heat for vary-
ing temperature range as input. This information is supplied to the
user-defined interface program which computes the fraction of
each daughter phase according to Eq. (4) and the strain terms
related to transformation plasticity and volume change as per Egs.
(11) and (12). The subtotal of strain increments due to elastic,
plastic, and thermal components are obtained at each time step
from the second run, the stress run, which requires the thermo-
mechanical properties—coefficient of thermal expansion, Young’s
modulus and Plastic kinetic of the material at different tempera-
tures as input.

3.2 Stress’Deformation Run. In the program flow chart
shown in Fig. 2, phase transformations are treated in detail includ-
ing volume change and transformation plasticity. Carburizing can
be treated by prescribing the carbon content as a field variable.
However, for the simplicity of our model, carburizing is being
neglected at present. The interface program 1 estimates the phase

JULY 2006, Vol. 128 / 665

Downloaded 06 Dec 2010 to 194.27.225.72. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm




kinetics at each node where the phase transformation and tem-
perature are considered as prescribed time dependent variables.
The interface program calculates the volume fractions of each
phase according to the temperature-time history. In the stress
analysis, the same finite element mesh as is used in the heat trans-
fer analysis is defined and the temperature history from the heat
transfer analysis is followed exactly. The size of the time steps
(At) in the heat transfer analysis is independent of that in the
stress analysis. Different time increments may be required in the
two analyses in order to achieve convergence. This would require
interpolation of temperatures in the stress analysis. The program
automatically interpolates the temperature as necessary. Since the
temperature change is very rapid during the initial heating in laser
aided DMD process, a smaller time increment is necessary for
convergence as compared to the time increment required for con-
vergence during slow cooling process when the laser goes past the
substrate.

All the mechanical properties — elastic modulus (E), tangent
modulus in the plastic region (E,), yield stress (S;eiq), Poisson’s
ratio (v), and coefficient of thermal expansion («) and the thermal
properties — conductivity (K), Density (p) and specific heat (c,)
are taken as functions of temperature from Ref. [28]. The stress-

ubstrate

0 fe—

strain relation is assumed to be linearly elastic and linearly plastic
described by the modulus of elasticity and the modulus of plastic-
ity in the elastic and plastic regions respectively.

3.3 Microstructure Run. In “conventional” uncoupled
thermal/mechanical situations, the stress/deformation run would
use the calculated temperatures as stored on the output file directly
as load specification. However, due to the number of state vari-
ables necessary in our case to describe the microstructure (phase
composition), this standard temperature load input procedure can-
not be used directly for the uncoupled thermal/metallurgical/
mechanical problem. Instead, an interface program 2 is developed
which can read the time increment organizations together with the
temperature and the microstructure state variables from the
thermal-run result file and produce a neutral-run database file con-
taining all temperatures and microstructures state variables for all
thermal-run nodes at all thermal-run time instants. The interface
program estimates the primary dendrite arm spacing, tip radius,
and secondary dendrite arm spacing at each node where the cool-
ing rate, interface temperature gradient, local solidification veloc-
ity, and temperature are considered as prescribed time dependent
variables.

’_Y
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Fig. 3 (a) Schematic of a double-pass laser aided DMD process, (b) section X-X chosen for stress analysis, (c) locations of the
points on section X-X chosen for transient stress analysis, (d) section Y-Y chosen for solidification microstructure, and (e)
Y1-Y1 at the interface of the first layer and substrate along the direction of laser travel and Y2-Y2 at the interface of the third and

fourth layers along the direction of laser travel
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3.4 Finite Element Scheme and Method of Numerical
Calculation. The formulated finite element equation system con-
sidering the nexus between increment of nodal temperature {T}
and displacement {Au} can be expressed in the forms:

[PHT} + [HHTH={Q} (25)

[K(w){Au} ={AF(T)} (26)

where {Q} is the heat flux vector and {AF(T)} is the incremental
thermal load vector.

As discussed earlier, the transient heat transfer analysis is first
carried out. Gaussian profile for the laser beam is used and appro-
priate convective and radiative boundary conditions including the
forced convective heat loss due to the shielding gas effect, effect
of latent heat, effect of moving heat source and temperature de-
pendent thermophysical properties are considered. The details of
laser heat flux calculation, applying it to the substrate, handling
the molten metal pool in the finite element model and the thermo-
mechanical properties are available in Ref. [29].

The following sequential steps are adopted to solve the pro-
posed model:

1. Instead of metal powder, equivalent numbers of rectan-
gular “elements” are added on to the substrate. These
elements represent the molten powder being added. The
initial temperature of the nodes belonging to these ele-
ments is assumed to be 1703 K. The particulate nature of
the cladding material has not been considered in this ar-

Direction of laser travel —emmelis

ticle. It is believed that it is altogether a difficult research
topic in itself. To keep the model simple, the cladding
material has been treated as a set of solid linear brick
elements (finite element analysis) being added onto the
substrate in any given time step. The cladding material
“mass conservation” has been ensured. The cladding
thickness is calculated from the powder flow rate, laser
beam size, and laser traverse speed. The cladding width
has been assumed to be the same as laser beam size.

. The material addition along the laser pass is divided into

small “steps” to simulate the quasi-steady state nature of
the process.

. In each step, input flux is applied on the top surface of

the set of elements added and the necessary convective
and radiative boundary conditions applied on the system
to accommodate the overall transient nature of the pro-
cess.

. The temperature followed by the stress distribution in the

domain is calculated by the finite element “iterative
scheme.”

. Similar to step 4, transformation plasticity and strain due

to volumetric dilatation are calculated in each time step
as per interface program 1 and added to the thermal,
elastic, and plastic strain rates to obtain the resultant
stress.

. Cooling rate, temperature gradient, and solidification ve-

locity are calculated as per interface program 2 at the
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Fig. 4 Temperature contour on section X-X at time (a) t=1.0 s (Single-pass on the first
layer) and (b) t=3.0 s (Double-pass on the first layer). All temperature values are in degrees
kelvin (K).
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nodal points in each time step to obtain the resulting
microstructure information.

3.5 Assumptions and Considerations. A simplistic approach
based on the following assumptions has been chosen to model and
simulate the DMD process.

1. The melt pool dynamics and the consequent solidification
phenomenon with the moving boundary between solidus
and liquidus have been neglected.

. An uncoupled FE analysis is made between thermal
stresses and microstructure evolution.

. Transient thermal stresses have been assumed to be de-
pendent on phase fraction. However, the latent heat was
assumed constant i.e., independent of the phase fractions
present during the transient phenomenon.

. The processes described as (2), (4), and (6) in the
metallo-thermo-mechanical model shown in Fig. 1 have
been neglected in the FE calculations.

. Only high power laser with continuous wave (cw) and
fundamental (Gaussian) mode was considered.

. Volumetric dilatation and phase transformation plasticity
are two separate quantities and exist independently dur-
ing solid-solid phase transformation.

. Both absorptivity and emissivity of deposited material
were considered constant.

. 100% austenite present at the beginning of phase trans-
formation.

Direction of laser travel

0.003

IIII

0.002

III

Z, Height (m)

0.001

lIIIII

\¥%

9. 10% retained austenite at the end of transformation to
martensite during cooling.

10. Acceleration and deceleration during laser travel and

the time to change tracks are negligible.

Steady state growth velocity for dendrite formation is

assumed.

The dendrite tip has been assumed to be a paraboloid of

revolution.

The diffusion process driven by the gradients in the lig-

uid at the solid/liquid interface is only by thermal gra-

dient (AT, and compositional gradient (AT.), not by

curvature of the tip (AT,).

11.
12.

13.

3.6 Example Under Consideration. The example under con-
sideration has length=25.4 mm, breadth=50 mm, height=9 mm
and laser clad width and height of 750 and 250 um, respectively
(approximated for a powder flow rate of 6 gm/min) in each pass
with 2 passes in a layer and 4 layers in total, providing simulation
results for 8 passes (as shown in Fig. 3(a)). The substrate and the
deposited material are assumed to be made up of Mild Steel and
H13 Tool Steel, respectively. A total of 4176 nodes, and 3060
eight-node linear brick type elements were considered. The laser
source was assumed to travel at a speed of 12.7 mm/s with a
power of 700 W, absorptivity of 0.45 and emissivity of 0.23, re-
spectively, of the substrate-deposited material system. The entire
system has been simulated for thermal and residual stresses with
an initial temperature of 294 K for all nodes. The one-pass laser
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Fig. 5 Cooling rate contour on section X-X at time (a) t=1.0 s (Single-pass on the first layer)
and (b) t=3.0 s (Double-pass on the first layer). Cooling rate values are in degrees kelvin/

second (K/s).
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travel of 25.4 mm has been discretized into 16 equal time steps
with each time step corresponding to 0.125 s. 8 more steps corre-
sponding to time t=16 s up to time t=32 s were added to the
existing 128 steps to account for the cooling after the laser goes
past the substrate. The substrate is clamped on the faces denoted
by ABCD and EFGH.

Absorptivity times laser power is the power impinging on the
deposited material-substrate system. The laser intensity for a
Gaussian profile, at any spatial coordinate (x,y), is given by

2

| = 2Q exp(— Z_r;)

RS RE

where, Rg is the laser spot size (radius), usually measured between
the points where the intensity has fallen to 1/€? of the central
value, and Q, is the resultant energy reaching the substrate per
unit time. Part of Q, is used up to accommaodate the latent heat of
melting and to raise the temperature of the added powder from
294 K to above melting. The latent heat used in this case was
273.790 (kJ/kg, for H13 tool steel). The radial distance of any
spatial coordinate (x,y) from the center of the beam is given by

re= \x*+y? (28)

The latent heat of melting comes into picture between the tem-
peratures of 1703 and 1733 K. This is very well accommodated in
the program for temperature run.

Based on a previous model by Choi and Mazumder [18], h
=10 W/(m? K) has been used for surfaces not influenced by the
shielding gas. Since the specimen is assumed to be hinged on the
edges ABCD and EFGH, shown in Fig. 3(a), h=10 W/(m? K) has
been used for the base surface as well. However, the following
empirical relation initially suggested by Gardon and Cobonque
[30] for air and later modified by Steen [31] for any gas has been
used for a part of the top surface under the nozzle:

(27)

h=13* Re!2Pr"*k;,;NPD (29)

where Re=Reynolds number, Pr=Prandlt number, kg is the con-
ductivity of the shielding gas, and NPD denotes the standoff dis-
tance. Assuming gas velocity Vg, to be 10 m/s, density pgs
=0.1626 kg/m?, dynamic Viscosity 1ig,s=19.9%x107° Pas, and
characteristic length i.e., effective nozzle diameter D to be
0.0025 m, Reynolds number

(30)
Mgas
For our calculations Pr=0.667 and Kgs=1.781X% 1072
W/(m K) were chosen. To accommodate this a user subroutine for
modified heat transfer coefficient is written which relates the com-
bined effects of the parameters mentioned earlier.

4  Simulation Results

4.1 Temperature and Cooling Rate. Thermal energy by la-
ser raises the temperature of the substrate’s surface node “a”
(shown in Fig. 3(c)) beyond the melting point of 1703 K. Once
the laser goes past the node it starts cooling depicting a behavior
similar to the error function. The second pass of the laser causes
the temperature at point “a” shoot up higher than the previous
peak due to the heat accumulation from the previous pass. Figures
4 and 5 show the distribution of temperature and cooling rates on
the interfacial plane. As seen clearly, the heat-affected zone is
very small. However, the heat accumulation due to successive
passes leads to a slightly higher melt pool depth in the ensuing
passes. Very high heating rates, maximum of the order of
~10* K/s, have been observed in this process. The negative cool-
ing rates, shown in Fig. 5, are actually the heating rates. The
cooling rates drop drastically as time progresses. It can be con-
tributed to the heat accumulation in the successive passes and the
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Fig. 6 Time-temperature transformation (TTT) diagram of H13 Tool Steel. (Boyer, H.E., and
Gray, A.G., 1977, Atlas of Isothermal Transformation and Cooling Transformation Diagrams,”

American Society for Metals, Metals Park, OH).
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Fig. 7 Comparison of (a) transverse (S11) and (b) longitudinal (S22) transient stresses at
point “a” with and without phase transformation effects

imbalance in the total amount of heat added and that dissipated.
However, this phenomenon is peculiar to transient state behavior
only.

4.2 Thermal Stress. From cooling rate results, it can be de-
duced that processes similar to laser cladding will have very high
cooling rates. From the time-temperature transformation (TTT)
[32] shown in Fig. 6, it is concluded that the exceptionally high
cooling rates in the process will make points “a”, “b”, and “c”
have no regions of any phases or mixed microstructures other than
martensite and retained austenite phases. It has also been observed
that in case the cooling rate varies a little bit or the material goes
through a different phase change like & Ferrite and y Austenite,
the necessary changes can be readily incorporated in the interface
program without affecting the integrity of the main program.

In Figs. 7 and 8, the evolution of transverse (S11, perpendicular
to laser travel) and longitudinal (S22, along the laser travel) tran-
sient stresses at the chosen points on section X-X are shown. Since
point a is a node common both to the substrate (mild steel) and to
the deposited material (tool steel), the stress at this location is the
average of the stresses associated with both materials. The speci-
men vyields as the initial thermal energy causes the surface to
contract, giving rise to large tensile stresses on the surface and
compressive stresses below in the core. The survey points undergo
tensile stresses as the laser passes them. The small dip in the
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graphs which shows compressive stress before the laser actually
hits these points is due to the surface and core effect. As the
specimen cools, martensitic transformation begins. The volume
expansion associated with phase change tends to increase the
compressive surface stress. For all the points, the effects of trans-
formation plasticity and volumetric dilatation actually make the
stress change sign from tensile to compressive. This change in the
residual stress occurs since the phase transformation effects op-
pose the effects of thermal strains. The analysis shows that the
cool elastic limit of 400 MPa is not exceeded at point b. However,
point a has exceeded the limit. This is due to the heat accumula-
tion in repeated passes.

4.3 Microstructure Formation. Figure 3(d) and 3(e) shows
the sections chosen for the study of solidification microstructure.
The simulated results for Y1-Y1 at time t=3.125s have been
shown in Fig. 9. The simulated results for Y2-Y2 at time t
=15.125 s have been shown in Fig. 10. As shown in Fig. 9, for the
section Y1-Y1, the local solidification time, t; decreases near the
top of the clad (approximately 2—-4 ms), the dendrite arm spacings
decrease and the solidification substructure becomes relatively
finer. With larger values of t; near clad-substrate boundary (ap-
proximately 20-40 ms), relatively coarser dendrite arm spacings
and solidification substructures are produced. Similar pattern can
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Fig. 8 Comparison of (a) transverse (S11) and (b) longitudinal (S22) transient stresses at
point “b” with and without phase transformation effects

also be observed for section Y2-Y2. The simulation results do not
show much of difference in the microstructures as the primary
dendrite arm spacing (PDAS) and secondary dendrite arm spacing
(SDAS) at these two locations are similar. It is convenient to view
the solidification substructure as dependent on the cooling rate.
Since cooling rates are tremendously high in processes like
LADMD, very fine microstructures with X, and X\, of the order of
just a few micrometers can be observed. The dendrite arm spacing
can also be attributed to solute segregation. Solute segregation
being higher at the clad centerline reduces the rate of dendrite
coarsening therein.

The growth rate of interface, also called the local solidification
velocity v, is the ratio of local cooling rate to the interface tem-
perature gradient (G). The dynamic nature of mushy zone makes
the local solidification velocity change rapidly. Consequently, the
local solidification time t;, which is the ratio of the difference
between liquidus and solidus temperatures to the local solidifica-
tion velocity, also changes with a similar trend. For the mild steel
and tool steel materials, average solidus and liquidus temperatures
used were 1703 and 1733 K, respectively.

5 Comparison between Experimental and Simulation
Results

5.1 Experimental Setup. The simulation program for double-
pass four-layer laser aided DMD was verified with the experimen-
tal results for temperature, residual stress, and microstructure. For
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temperature measurements, as shown in Fig. 11, three thermo-
couples were spark-welded at points a, b, and c. The metal depo-
sition started at a distance of 0.008317 m from the front edge (as
seen in the figure) through a total length of 0.03556 m. The sub-
strate plate dimensions and the locations of points a, b, and c on it
are shown in the figure. The material for the substrate was mild
steel while the deposited metal was H13 tool steel. CO, type cw
Gaussian laser beam with a traverse speed of 12.7 mm/s was
chosen. The nominal laser power used was approximately 680 W,
while the beam diameter and the stand-off distance were 1 and
8 mm, respectively. Varying absorptivity of 0.4-0.5 and a con-
stant emissivity of 0.23 was assumed for the substrate-deposited
material system for different simulation cases. The entire system
has been simulated for thermal history with an initial temperature
of 294 K for all nodes.

For residual stress and microstructure measurement, samples
were made exactly like the one discussed in the simulation results
earlier, with the same geometry and process variables. However,
the substrate was not clamped to the work table. H13 tool steel
was deposited on a mild steel substrate using a CO, type cw laser
with Gaussian beam shape. For residual stress measurement, a
Philips X’Pert MRD diffractometer was used with a Cu radiation
source. The detector was a sealed proportional counter. A crossed
slit collimator module with height and width both set at 1.0 mm
(PW3084/62) was the primary optic module used in conjunction
with the Philips high resolution goniometer (PW3050/65) and
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Fig. 9 (a) Cooling rate, (b) temperature gradient, (c) solidification velocity, (d) primary dendrite arm spacing, A;, and (e) sec-

ondary dendrite arm spacing, A, at Y1-Y1 at time t=3.125 s

MRD cradle (PW3060/20). Secondary optic module used was a
0.27¢ parallel plate collimator (PW3098/27) equipped with a flat
graphite monochromator (PW3121/00). Data were obtained over
the 2-theta range of 110-125° with a step size of 0.02° and a
counting time of five seconds for five tilt () angles between 0
and 70 degrees evenly spaced as a function of sin(¢). These data
were analyzed using Philips X’Pert stress software (version 1.0).

5.2 Temperature Results. As seen in Fig. 12, the numerical
results for temperature are close to the experimental ones. Simu-
lated results for different values of absorptivity have been com-
pared with the experimental ones and a maximum error of ap-
proximately 13% was observed in the simulated results for
absorptivity of 0.4. The uncertainty in the measurement is about
10 K. This could be slightly higher as the thermocouple beads
would have been exposed to some laser energy by radiation. A
closer look at the results also indicates a slight phase shift be-
tween the simulated and the experimental graphs. This could par-
tially be contributed by (1) the acceleration/deceleration of the
laser travel as well as its dwell during change of tracks were not
considered in modeling and programming and (2) the laser travel
was manually synchronized with the thermocouple data acquisi-
tion. It is obvious that the temperature in Fig. 12(b) cannot de-
crease in the first 2 s when the laser beam is approaching point
“b.” The discrepancy is clearly due to the mechanical delay and
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the response time of the thermocouples. The approximate size of
the bead was 1 mm. The thermocouples were spark welded onto
the surface. Since they were not shielded or insulated with seal-
ants (e.g., RTV (room temperature vulcanizing) silicones), it is
suspected that they might have been affected by the exposure to
laser radiation. It is also believed that the time steps chosen were
not sufficient to show hoth the peaks for point c. However, with
smaller time steps these two peaks can be distinguished clearly.

5.3 Residual Stress Results. As seen in Figs. 13 and 14, the
simulation results for the longitudinal and transverse residual
stresses at points “b” and “c” of Fig. 3(c) have been compared
with that obtained by experiment. For both points, the experimen-
tal values for longitudinal stresses (S22) lied between the two
simulation results, stresses with and without phase transformation.
As explained earlier, this article treats volumetric strain and trans-
formation plasticity as two separate quantities. However, there
could be situations when the volumetric strain is non-zero but the
transformation plasticity is zero. Analyzing these as two depen-
dent quantities and to know when volumetric strain is non-zero
while transformation plasticity is zero, requires a lot more re-
search, and is beyond the scope of this article at present. The
uncertainty in experimental stress measurement is shown as
y-error bar in Figs. 13 and 14. The errors along transverse direc-
tion (S11) are higher. These are due to the limitation of the x-ray
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Fig. 10 (a) Cooling rate, (b) Temperature gradient, (c) solidification velocity, (d) primary dendrite arm spacing, A4, and (e)

secondary dendrite arm spacing, A, at Y2-Y2 at time t=15.125 s

diffractometer. The experimental result was an average of many
points within the x-ray beam size of 1 mm X1 mm on the top of
the clad. Sample dependent errors may arise from an excessively
coarse grain size, severe texture, or interference of the sample
geometry with the x-ray beam. The seemingly high experimental
error for S11 stresses could be due to: (1) the x-ray beam size was

0.009 m
Substrate *

///oolzhn f

/ 0 0127 m
Y
—t . 0.0017 m
0.026416 m——l X
B = 0.0509m
7

Fig. 11 Schematic of the experimental setup for double-pass
single layer LADMD process

0.03556 m
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higher than the spots “b” and “c” on top of the interface between
the two passes of laser, (2) the experiment was done with almost
5% overlap between the two passes of the laser which forms re-
gions of two distinct peaks and a valley. It is suspected that the
x-ray beam must have missed some data points within the valley.
Consequently, the average data obtained lacked some significant
points within the beam size. On the other hand, since the x-ray
beam measures most of the valley data points along S22 direction;
reason (2) also explains why the errors along S22 direction were
low.

5.4 Microstructure Results. Shown in Fig. 15 are the SEM
micrographs of the H13 tool steel deposited on the mild steel
substrate with the process parameters as mentioned earlier. The
simulated results for solidification microstructure seem to match
well with the experiment. The simulated average primary dendrite
arm spacing (\; or PDAS) is of the order of 2.0 to 4.0 um as
compared to 1.5 to 4 um obtained experimentally (Fig. 15). Simi-
larly, the simulated average secondary dendrite arm spacing (\, or
SDAS) is of the order of 2—4 um as compared to 2-5.5 um ob-
tained experimentally (Fig. 15). The uncertainty in the experimen-
tal measurement with the image processor is 0.5 um. Micro-
graphs shown in Fig. 16 are for the same process parameters as
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Fig. 12 Time-temperature variation at (a) point “a,” (b) point
“b,” and (c) point “c” of Fig. 11

above, except for a higher laser traverse speed of 19 mm/s. The
simulation results show a finer microstructure in this case, at both
sections Y1-Y1 and Y2-Y2. Again, the simulated results for solidi-
fication microstructure seem to match well with the experiment.
The simulated average primary dendrite arm spacing (\) is of the
order of 1.7-2.8 um as compared to 1-3.5 um obtained experi-
mentally (Fig. 16). Similarly, the simulated average secondary
dendrite arm spacing (\,) is of the order of 2-3.3 um as com-
pared to 1.5-3.5 um obtained experimentally (Fig. 16).

Figure 17 substantiates the previous claim that exceptionally
high cooling rates in the process will make points a and b have no
regions of any phases or mixed microstructures other than mar-
tensite and retained austenite. Figure 17 is the plot of diffraction
intensity versus 26 for the test sample, where 6 is the angle of
incidence. The plot was compared with the XRD reference data
for both austenite and martensite phases [33]. The experimental
peaks are closer to the martensite peaks. The final microstructure
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after cooling can be concluded to have 90-100% martensite and
10-0% retained austenite. This is in agreement with both our as-
sumption and Ref. [9].

6 Discussion

Simulation results show that the inclusion of the phase trans-
formation effects makes significant difference in the stress history
and the final residual stress in the material. Points where the
simple thermal analysis predicts tensile residual stress ends up
with compressive residual stress when the transformation effects
are included. Beyond the elastic limit, the thermal residual stress
is controlled by the yield stress and the hardening parameters of
the material. For all design purposes the elastic limit of stress will
be considered the safe stress. Additionally, it is also presumed that
any residual stress in the material exceeding the yield stress will
lead to undesirable distortions and initiation of cracks. The pre-
diction given forth by this analysis thus calls for immediate coun-
termeasures to keep the residual stress at different points well
under the elastic limit of the material. Pre-heating of the substrate
leads to the reduction of residual stresses as it reduces the cooling
rate and, thus, reduces the stress induced by phase transformation
[34,35]. The other countermeasure could be the use of lower laser
power.

The changes induced in the thermal stress state due to transfor-
mation plasticity cannot be easily foreseen. The phase transforma-
tion stress strongly depends on the macroscopic deviatoric stress
state, cooling rate, phase fractions, and the volumetric strain.
Since these are highly dynamic in nature, the relative order of
magnitude of these stresses is also dynamic. We observed differ-
ent magnitudes of these at different locations. It could be seen that
the maximum contribution of phase transformation effects to the
existing thermal stresses was almost up to 2.5 times.

For processes like LADMD, the thermal stress and phase trans-
formation stresses are most important. They lead to plastic strain
that causes the residual stress. Both substrate clamping load and
thermal load lead to elastic as well as plastic strains (first two
terms in the Eq. (5)). The phase transformation leads to volumet-
ric strain as well as transformation plasticity (last two terms in Eq.
(5)), both of which are plastic strains. Hence, these three strain
factors (zf, " and &™) that cause plastic strain are the most
important. The elastic strain gets relaxed after substrate unclamp-
ing.

During rapid heating and cooling process, stresses are intro-
duced by thermal gradients via volume expansion and transforma-
tion strains. If the end product is homogeneous, these stresses are
only temporary and will return to zero as temperature again be-
comes homogeneous. But, in diffusion processes such as some
phase transformations, the amount of new phase formed depends
on the time spent at elevated temperature, and after quenching, the
phase composition will not be homogeneous.

Simulation results for temperature, when compared with experi-
ment, also revealed the fact that the model is extremely sensitive
to material property data, process parameters, and boundary con-
ditions. As a particular example, simulation PDAS and SDAS
varied between 2 and 4 um for laser traverse speed of 12.7 mm/s,
while the same became finer and varied between 1.7-2.8 and
2-3.3 um, respectively, for laser traverse speed of 19 mm/s.
Also, a reliable convection/radiation film coefficient, absorptivity,
and emissivity as functions of temperature appear to be absolutely
critical to generating an accurate model, and at the same time,
these are difficult to obtain. Other key data include mechanical
behavior of the various phases present during the cooling process.

The temperature verification through thermocouples validates
the heat transfer model. The results indicate that the melt pool
dynamics have marginal effect on the three-dimensional heat flow
in the system. The results also indicate that an uncoupled
temperature-stress analysis is a reasonable assumption. Since the
maximum error between measured and simulated temperatures
was low, it is assumed that the fully-coupled analysis would only

Transactions of the ASME

Downloaded 06 Dec 2010 to 194.27.225.72. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



300
250
200 -
= 1501 ® —e— Without
E 100 4 Phase Trans.
-’
2 50
£ —=— With Phase
2] 0 s I I I T | Trans.
1 12 R 20 22 24 26 2
250 -
-100 - —®— Experiment
-150 -
Time (S)
400 -
300 4 -|—
200 -
—— Without
~ 100 - Phase
S Trans.
g o
% 10 20 25 —=— With Phase
8 -100 Trans.
o 3
-
@ -200 -
=300 4 —@— Experiment
-400 -
-500 -
Time (s)

Fig. 13 (a) Transverse (S11) and (b) longitudinal (S22) thermal stresses at

point “b” of Fig. 3

affect the results marginally. Also, constant values of latent heat,
heat transfer coefficient, and emissivity lead to a small tempera-
ture error.

The microstructure verification validates our assumption that
the diffusion process in the liquid at solid-liquid interface is
driven mainly by thermal and compositional undercooling. The
curvature undercooling was not modeled, and it did not seem to
change our results much. Also, the dendrite radius tip can be bet-
ter represented as a paraboloid of revolution than a hemisphere.
This has been verified through simulation.

Both heat transfer and kinetics models were tested for mesh
sensitivity. The mesh adopted in the present article was achieved
after some trials. Since a finer mesh did not change the results
much, this mesh was definitely the optimum compromise between
accuracy of results and computation time.

7 Concluding Remarks

The paper presents the mathematical treatment of phase trans-
formation effects during cooling of high strength steels in laser
aided DMD process. A simple three-dimensional thermo-Kkinetic
finite element model has been implemented to simulate the re-
sidual stresses and net distortions of the material along with the
microstructure formation after solidification. Residual stresses due
to transformation plasticity are usually neglected due to the com-
plexity involved and the inability to measure the contribution of
each phase constituent in the entire transient phenomenon. How-
ever, the simulation carried out for certain locations of our interest
showed that the residual stresses due to the phase transformation
plasticity could be alarming especially at the substrate-clad inter-
face and may lead to crack, and finally de-bonding of the depos-
ited material which is otherwise wrongly predicted to be very safe

Journal of Heat Transfer

if phase transformation effects were not to be taken into consid-
eration. In processes such as laser welding, fusion cutting, or
DMD in which a locally concentrated heat source is used, it is not
possible to avoid fundamental problems like residual stresses and
deformation. However, to cope with them successfully, it is nec-
essary to understand them well and strategic applications of simu-
lation are recommended as much as experiments. The results have
been encouraging so far. It further stimulates us to delve into the
transient and residual stress analysis for multi-pass and multi-
layer laser aided deposition with different combinations of tool
path patterns.

The present simulation code models the thermal stresses and
microstructure evolution only. Since the focus of this research was
thermal residual stresses due to phase transformation, thin sub-
strate curvature as a result of this stress was not studied. However,
it is proposed to have this FE code modified to model substrate
curvature as well in future.

The present model cannot predict either cracking or fracture
with certainty. However, this model can predict if the residual
stress at any location exceeds the elastic limit, which for all design
purposes is considered the safe limit. It is reasonable to assume
that a crack or fracture may initiate or undesirable deformations
may occur once the residual stress goes past the elastic limit of
stress.

Our stress verification showed some error between the experi-
ment and simulation. As mentioned in the article, volumetric
strain and transformation plasticity have been treated separately.
However, they are not unrelated altogether. At the same time, it
must be noted that it is very difficult to treat them as related terms
in numerical solution. The authors are working towards a meth-
odology of modeling them dependent on each other.
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Fig. 14 (a) Transverse (S11) and (b) longitudinal (S22) thermal stresses at

point “c” of Fig. 3

The metallo-thermo-mechanical coupling discussed by Inoue
and others explains the comprehensive correlation and interdepen-
dence of stresses and microstructure formation on the thermal
history the material goes through. In this paper efforts have been
made to study the residual stresses and material microstructure
formation due to solidification independently. However, the pre-
diction of stresses due to changing solidification history and even-
tually a varying microstructure still remains a big challenge.

Nomenclature

Ucritical

B
Co

absorptivity

specific heat

coefficient of heat transfer

coefficient of heat transfer due to enhanced
cooling

equilibrium distribution coefficient
non-equilibrium distribution coefficient
liquidus slope

normal vector of the surface

semi-empirical coefficients known for various
phases present in the steel

critical nucleation radius

time

local solidification time

growth rate of interface

critical solidification velocity based on limit of
constitutional supercooling

effective rate coefficient

initially alloy composition
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ending alloy composition due to segregation
diffusion coefficient in liquid

interface diffusion coefficient

Young’s modulus

tangent modulus in plastic region
activation energy for diffusion (J/mol)
temperature dependent yield function
interface temperature gradient

austenite grain size

heat conduction matrix

laser intensity

thermal conductivity of the substrate
displacement dependent stiffness matrix
solute Peclet number

interface Peclet number

heat capacity matrix

power generation per unit volume of the
substrate

heat flux vector

power reaching the substrate

primary dendrite tip radius

gas constant (8.314 J/m K)

deviatoric stress tensor

yield stress

temperature field

sink temperature

temperature rate
Travel speed of the source (process speed)
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Fig. 15 SEM micrograph of deposited sample showing the mi-
crostructure: (a) on a surface along the laser travel and (b) on
a surface lateral to the laser travel. Laser traverse speed is
12.7 mm/s.

{Au} =
{AF} =
AT =

AT, =
ATt =
AT, =
ATO =
AT =
AVIV =

AX =

Greek symbol
a =
p =
& =

volume fraction of the ith phase constituent
volume fraction of austenite already
transformed

volume fraction rate of the ith phase
constituent

yield stress of the weaker phase during phase
transformation

incremental displacement

incremental thermal load vector

difference between tip temperature and non-
equilibrium solidus

solute undercooling

thermal undercooling

curvature undercooling

unit undercooling

total undercooling

volumetric strain occurring during phase
transformation

amount of austenite being transformed in a
particular step

coefficient of thermal expansion
density of the material
emissivity of the clad material
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Fig. 16 SEM micrograph of deposited sample showing the mi-
crostructure: (a) on a surface along the laser travel and (b) on
a surface lateral to the laser travel. Laser traverse speed is

19 mm/s.

hardening parameter

Poisson’s ratio

Stefan-Boltzmann constant

[5.67 X 1078 W/m? K*]

surfaces of the workpiece

surface area irradiated by the laser beam
surface area hit by the shielding gas from the
co-axial nozzle

total strain rate

= elastic strain rate
= plastic strain rate
= thermal (expansion) strain rate

strain rate component due to volumetric
dilatation

strain rate due to transformation plasticity
induced elastic or plastic stress

induced elastic or plastic stress rate
Kronecker’s delta

Gibbs-Thomson coefficient
characteristic interface width

arm spacing before ripening

total flux absorbed by the substrate
secondary dendrite arm spacing
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80

60

40

JCPDS 33 0397 austenite in red
JCPDS 35-1375 martensite in blue

20
2Theta
Peak Martensite Austenite
First 20 =44.684° 26 =43.620°
Second 26 =65.036° 260 =50.836"
Third 20 =82.382° 20 =74.770°
Fourth 20 =98.990° 20 =90.791°

Reference [33]

Fig. 17 X-ray diffraction data for point “b” (diffraction intensity versus 26)

Ny = primary dendrite arm spacing
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Introduction

Transport Phenomena and
Keyhole Dynamics during Pulsed
Laser Welding

Numerical and experimental studies were conducted to investigate the heat transfer, fluid
flow, and keyhole dynamics during a pulsed keyhole laser welding. A comprehensive
mathematical model has been developed. In the model, the continuum formulation was
used to handle solid phase, liquid phase, and mushy zone during melting and solidifica-
tion processes. The volume-of-fluid method was employed to handle free surfaces. The
enthalpy method was used for latent heat. Laser absorptions (Inverse Bremsstrahlung
and Fresnel absorption) and thermal radiation by the plasma in the keyhole were all
considered in the model. The results show that the recoil pressure is the main driving
force for keyhole formation. Combining with the Marangoni shear force, hydrodynamic
force, and hydrostatic force, it causes very complicated melt flow in the weld pool.
Laser-induced plasma plays twofold roles in the process: (1) to facilitate the keyhole
formation at the initial stage and (2) to block the laser energy and prevent the keyhole
from deepening when the keyhole reaches a certain depth. The calculated temperature
distributions, penetration depth, weld bead size, and geometry agreed well with the
corresponding experimental data. The good agreement demonstrates that the model lays
a solid foundation for the future study of porosity prevention in keyhole laser welding.
[DOI: 10.1115/1.2194043]

Keywords: laser welding, heat transfer, fluid flow, modeling, free surface, keyhole,
computational, VOF

the sudden “burst” of vapor from the metal when a laser beam

Welding with lasers is characterized by creating a keyhole in-
side the molten metal. A high-energy-density beam vaporizes the
workpiece during the welding process to form a deep hole, which
is called the keyhole. The keyhole increases the coupling of laser
energy into the workpiece, resulting in a weld with high depth-to-
width ratio and a narrow heat-affected zone. However, porosity is
easy to find in laser weld, which is a major defect of laser weld-
ing. Since the porosity formation and weld quality depend on the
heat transfer and the melt flow during the formation and collapse
of the keyhole, it is necessary to study the detailed transport phe-
nomena during the welding process.

So far, most of the models investigating the keyhole formation
and collapse mechanisms can be divided into two categories, one
based on the vaporization approach and the other based on recoil
pressure research [1]. The vaporization model assumed that there
is a balance between the sum of recoil pressure and vapor pressure
in the keyhole and the sum of surface tension and hydrostatic
pressure. It fails to describe the process of keyhole formation and
predicts lower values of melt velocity as compared with experi-
mental results [2]. The second type of vaporization keyhole model
[3] assumes that the keyhole is stabilized and held open when the
vaporization rate is equal to the mass flow rate of molten metal
coming into the keyhole due to hydrostatic pressure. Although this
type of model can be used to study the transient behavior of short-
duration spot welding, the predicted behavior for a longer time
process does not coincide with experimental data of keyhole dy-
namics [2]. The model based on recoil pressure approach assumes
that the recoil pressure acts as a driving force for melt flow and
keyhole formation. The recoil pressure, acting toward the metal, is
a kind of reaction force, as opposed to the action force caused by
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impinges onto it. Klemens [4] proposed a model in which the
motion of the melt was a significant factor for keyhole support.
Allmen and Blatter [5] proposed that a Knudsen layer was formed
above the molten region and extended beyond the keyhole surface
for a few mean free paths. A discontinuity in temperature, pres-
sure, and density occurred across the evaporation front, with the
flow of hot vapor propagating as a shock wave outward. Solana et
al. [6] further developed a mathematical model for the ablation
process. Clucas et al. [7] developed a mathematical model for the
keyhole welding process by suggesting a pressure and energy bal-
ance at the keyhole walls. The pressure balance was described in
terms of surface tension, recoil pressure, and hydrodynamic pres-
sure inside the keyhole. The energy was balanced between the
laser light absorption energy and the heat by a conduction and
ablation process.

During the keyhole formation process, the melt flow was very
complex and unstable, which was considered to be the main cause
for porosity formation [8]. Chen and Bos [9] investigated the role
of melt flow in determining the operating characteristics of deep
keyhole welding and explained why keyhole formation was con-
siderably easier under a reduced environment pressure. Ducharme
et al. [10] developed an integrated keyhole and weld pool model
for thin metal sheets welding. The predicted shape of weld pool
by this model agreed well with the experiment. Sudnik et al. [11]
further analyzed the three driving forces of melt flow, including
the force resulting from temperature-dependent surface tension,
the friction force of metal vapor escaping from the capillary, and
the movement of capillary relative to the workpiece. The shape of
keyhole and the melt flow velocity were both calculated numeri-
cally.

Laser-induced plasma was presented as a result of ablation va-
por from the keyhole wall, which was heated up to be partially
ionized under the laser radiation. Laser-induced plasma is consid-
ered to be an important factor affecting keyhole behavior. Kapadia
et al. [12] thought the high vapor temperature required for plasma
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Fig. 1 Experimental setup and schematic sketch of static key-
hole laser welding process

ignition was due to the small droplet radius and the presence of
surface tension around droplet. Farson and Kim [13] simulated
laser-induced evaporation and plume formation. They pointed out
that a stable plume could be formed when the material surface
irradiance was reduced. For the welding process at a lower flow
rate of argon assistant gas, the Inverse Bremsstrahlung (IB) ab-
sorption in the plasma and the heating of the keyhole walls by the
heat transfer from plasma could not be neglected [14]. Solana and
Negro [15] analyzed the effect of multiple reflections on the key-
hole wall, assuming the keyhole was axisymmetrical and that the
keyhole wall acted as a free boundary. Metzbower [16] thought
the absorption of laser energy in the keyhole was a function of
laser frequency, welded material, and the temperature of the va-
por.

Despite the large number of investigations referenced above, a
comprehensive model of keyhole formation process that includes
the simulations of temperature field, pressure balance, melt flow,
free surface, laser-induced plasma, and multiple reflections has
not yet been found. In this study, the transient keyhole formation
and collapse process and weld pool dynamics during a pulsed
laser welding has been investigated. The recoil pressure acts as a
driving force for melt flow, which is considered as the primary
influence factor for keyhole formation. The laser-induced plasma
acts as an important role affecting keyhole behavior once it oc-
curs.

2 Mathematical Models

Figure 1 shows the schematic sketch of a pulsed keyhole laser
welding. A finite difference model employing the volume-of-fluid
(VOF) technique [17] and the continuum formulation [18] is used
to calculate the momentum and energy transport in the weld pool.
The VOF technique can handle a transient deformed weld pool
surface, while the continuum formulation can handle fusion and
solidification for the liquid region, the mush zone, and the solid
region. Plasma in the keyhole can be treated as the vapor of the
weld material. Although the velocity and pressure change dramati-
cally across the Knudsen layer, the generic translation vapor flow
along the keyhole is neglected [14]. Meanwhile, the pressure
along the keyhole can also be considered to be approximately
constant [19] and will be comparable to the atmospheric pressure.

Journal of Heat Transfer

2.1 Metal Zone Simulation

2.1.1 Governing Equations. The governing differential equa-
tions used to describe heat and mass transfer and fluid flow in a
cylindrical coordinate (r-z system) given by Chiang and Tsai [18]
are modified and used in the current study.

Continuity
d
E(P) +V.(pV)=0 (1)
Momentum
J P ) g up
— +V: - (pVu)=V - Evul-=-2E£ _
m(pu) (pVu) (mpl ul-— Kp|(u ug)
C 2
B Kogm Ju=ud(u=-ug = V- (pfsfiViu)
+V'[MSUV<£)] 2)
P
J P ) amp up
- +V - (pVv)=pg+ V- Py, |-&E_2AL _
7PV (V) =00 (Mlpl ) R UL
02
- K%®py v =vd(v=v) = V- (pffiVivr)
*V: [Mst (f)] +pgBr(T-Tp)  (3)
|
Energy

J k k
S+ Y (V) =V (C—pVh) —V-(C—pV(hs—h))
-V -[p(V-Vy(h-h)] (4)

The physical meaning of each term appearing in the above equa-
tions can be found in Ref. [18]. In Egs. (1)—(4), the continuum
density, specific heat, thermal conductivity, solid mass fraction,
liquid mass fraction, velocity, and enthalpy are defined in Ref.
[20].

2.1.2 Tracking of Free Surfaces. The algorithm of volume-of-
fluid is used to track the dynamic free surface [17]. The fluid
configuration is defined by a volume of fluid function F(r,z,t),
which tracks the location of free surface. The function F takes the
value of one for the cell full of fluid and the value of zero for the
empty cell. Cells with F values between zero and one are partially
filled with fluid and identified as surface cells. The function F is
governed by

dF  oF
o +(V-V)F=0 (5)

2.1.3 Boundary Conditions. The corresponding boundary con-
ditions of the metal zone simulation are divided into five catego-
ries according to their positions, as shown in Fig. 1.

Top surface inside the keyhole (AE in Fig. 1). For cells contain-
ing free surface, that is, cells that contain fluid but have one or
more empty neighbors, in the direction normal to the free surface,
the following pressures condition must be satisfied [21]

P=prt P,y (6)

where p is the pressure at the free surface in a direction normal to
the local free surface, p, is surface tension, and p; is recoil pres-
sure. p, can be calculated as [20]

Py = KY (7
« is the free surface curvature, given by [20]
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where n is the vector normal to the local free surface. For a
pseudo-binary Fe-S system, the surface tension coefficient y can
be calculated as the function of temperature T and sulfur concen-
tration f* [22]

y=1.943-43 X 104T-1723)-RT X 1.3

. 1.66 x 10°
X107°In|[ 1 +0.00318f* exp| —— 9)
RT

The temperature-dependent Marangoni shear stress on the free
surface in the direction tangential to the local surface is given by
[23]

a(V-s)_a_yil'
on  JTas

Calculation of the evaporation-induced recoil pressure p, is
complicated by the existence of a Knudsen layer over the vapor-
izing surface. Based on Knight’s model [24], the recoil pressure
can be given by [25]

Ts= M (10)

P, = AP(T,,) = AB/\T,, exp(- U/T,,) (11)

where A is the numerical coefficient and By is a vaporization
constant. The coefficient A depends on the ambient pressure and
its value varies from 0.55 for evaporation in the vacuum to 1 for
the case of evaporation under a high ambient pressure. For prac-
tical values of the ambient pressure, the coefficient A is close to its
minimal value of 0.55. By is at the value of 1.78 X 10%°. T,, is the
temperature of the surface liquid metal. The parameter U is de-
fined as [25]

U =MgH,/(Naks) (12)

where M, is atomic mass, H, is the latent heat of evaporation, Na
is Avogadro’s number, and kg is Boltzmann’s constant.

The energy on the top free surface is balanced among the laser
radiation, plasma-keyhole wall radiation, the heat dissipation
through convection, and metal vaporization. In general, since the
velocity of plume along the surface is zero [14], the heat loss due
to convection is omitted. The energy balance can be given by the
following formula

ar
kﬂ_n = Qiaser * Orad ~ Qevap
In this study, the liquid/vapor evaporation model is used due to
the low intensity of laser radiation. Assuming the vaporization
mechanism is surface vaporization, the heat loss due to evapora-
tion can be given as [26]

(13)

Qevap = WH, (14)

ke, \*° H keT, \°°
=n expl - —= | - 6, = (15)
27m, keT, 2amy,

where T, is the liquid surface temperature, m, is the atom mass, n,
and n, are the number of atoms per unit volume for liquid and
vapor, respectively, and H, and T, represent latent heat of vapor-
ization and temperature, respectively. 6 denotes the probability
that a vapor atom returning to the liquid surface from equilibrium
conditions at the edge of the discontinuity layer manages to pen-
etrate this layer to finally be absorbed on the liquid surface, which
is in the range from 15% to 20%.

The laser heat flux g, cOMes from the Fresnel absorption of
the incident intensity directly from the laser beam plus the inci-
dent intensity from the multiple reflections:

682 / Vol. 128, JULY 2006

Qlaser = lO(er)(l 0’ no)aFr(‘PO) + E Im(r,z)(l m’ nm)aFr((Pm)

m=1

(16)

1<1+(l—SCOS(p)2

=1--—
ar(¢) 1+(1+ecos )

&2 = 2¢ coS @ + 2 c0s? <p)
2

£+ 2eC0s @ +2cos? ¢
(17)

where ¢ is the angle of incident light with the normal of keyhole
surface, n is the total number of incident light from multiple re-
flections, | is the unit vector along the laser beam radiation direc-
tion, and n is the unit vector normal to the free surface. ¢ is a
material-dependent coefficient. In CO, laser welding of mild
steel, £=0.2 is used. ly(r,2) and I(r,2z) are the incident intensity
from the laser beam and mth multiple reflection at the keyhole
surface, respectively, which are given as

e
Io(r,z):lc(r,z)exp<—f Kp,ds> (18)
0
Sm
Im(r,z):lr(r,z)exp(—f Kp|ds) (19)
0

I (r,2) = 1o(r,2)(1 - ag,) (20)

where 1(r,z) stands for the collimated incident laser beam inten-
sity, I, m(r,2) is the reflected laser beam intensity at mth reflec-
tions, [Kdz and [3"Kds are the optical thickness of the laser
transportation path, respectively, for the first incident and multiple
reflections, K, is the plasma absorption coefficient due to the IB
absorption [21]

nenZ%e%2 me \%® o \|—
K, = = > 1- exp\ - g
6V3msjchw’mi \ 27kgTe kgTe

pl
(21)

where Z is the average ionic charge in the plasma, w is the angular
frequency of the laser radiation, g is dielectric constant, ng and n;
are particle densities of electrons and ions, respectively, h is
Planck’s constant, me is the electron mass, T, is the excitation
temperature, c is the speed of light, and g is the quantum mechani-
cal Gaunt factor. For weakly ionized plasma in the keyhole, the
Saha equation [21] can be used to calculate the densities of

T

N _ 96 (2mmekaTo™®

Ny % h?
where ge, g, and g are the degeneracy factors for electrons, ions,
and neutral atoms, respectively, and E; is the ionization potential
for the neutral atoms in the gas. Assuming the laser intensity
distribution is ideal Gaussian-like, 1.(r,z) can be calculated as

[27]
e _2_r2>
IC(r’Z)_I(J(rfo) exp( r?

where r; is the beam radius, r¢ is the beam radius at the focal
position, and I is the peak intensity.

In laser welding, the keyhole surface temperature is much lower
than that of the plume, so that the radiation and emission of sur-
face can be omitted. Then g4 can be simplified as

Orad = SU(T?N - T4)
Here, T, is the temperature of the plasma.

(22)

(23)

(24)

Top surface outside the keyhole (AB in Fig. 1). The boundary
condition on the top surface outside the keyhole is similar to that
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inside the keyhole. The differences lie in the absence of plasma
and multiple reflections. As shown in Fig. 1, there is a shielding
gas flow above the base metal, which means that any plasma
outside the keyhole will be blown away. Thus, Eq. (16) can be
written as

Qaser = 1 o(1, 2 g, €OS @ (25)

Since there is no plasma and the temperature of shielding gas is
much lower than that of the metal surface, the radiation heat flux
can be given as

Orad =~ SO'(T4 - Ti) (26)

Here, T, is the ambient temperature. Moreover, since there is a
shielding gas flow over the surface, the convection term cannot be
omitted. It can be given as

Ocony = h(T - Too) (27)
Sde surface (BC in Fig. 1).
aT
- k; = Qeonw (28)
u=0, v=0 (29)
Bottom surface (CD in Fig. 1).
aT
- kg = Qeonw (30)
u=0, v=0 (31)
Symmetrical axis (DE in Fig. 1).
aT
—= 32
ar (32)
v
=0 —= 33
u=o0, = (33)

2.2 Plasma Zone Simulation.

2.2.1 Governing Equations. In current study, the metal vapor
in the keyhole is assumed to be a compressible, inviscous ideal
gas. Since the heat production by viscous dissipation is rather
small in laser welding, the energy equation can be simplified as
[28]

J k °
_(pplhpl) =V. (_EI \% hp|) + Kpllc expl - Kp|dS
ot Cpl 0

" Sm
+ E Kpllr,m(rnz)exp(_J Kp|d5>

(34)

m=1 0

where hy and py, represent the enthalpy and density of the plasma,
respectively, ky and cy represent the thermal conductivity and
specific heat of the plasma, respectively, s is the penetration depth
of laser light in plasma, and K denotes the plasma laser light IB
absorption coefficient. When an intense laser pulse interacts with
the vapor in the keyhole, a significant amount of laser radiation is
absorbed by the ionized particles through IB absorption. For the
laser-induced plasma inside the keyhole, the scattering effect is
not significant compared with the absorbing and emitting effects.
For simplicity, the plasma is assumed to be an absorbing-emitting
medium and the laser intensity is exponentially attenuated inside
the keyhole plasma.

2.2.2 Boundary Conditions
Bottom surface inside the keyhole (EA in Fig. 1). Close to the
liquid wall inside the keyhole, there is the so-called Knudsen layer
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where vaporization of material takes place. The vapor temperature
across the Knudsen layer is discontinuous, which can be calcu-
lated by [24]:

T -1m\?
_K=|: l+7T(y nj)
T|_ '}/+12

\/5
m:Mk -
Y

where Ty is the temperature outside of the Knudsen layer, T, is
the liquid surface temperature adjacent to the Knudsen layer, M,
is Mach number at the outer of the Knudsen layer, and vy is the
ratio of specific heat. The value of m depends on the gas dynamics
of the vapor flow away from the surface. Since it is assumed that
there is no shock wave outside the Knudsen layer, the gas tem-
perature outside the Knudsen layer is used as the boundary tem-
perature. Thus, the boundary condition is given as [29]

Tp| = TK

- r"’_lm]z

VW7+15 (35)

(36)

(37)

Top surface outside the keyhole (FA in Fig. 1).

Tp| = Tsc (38)

Symmetrical axis (EF in Fig. 1).

M,

o (39)

3 Numerical Method

In computation, the calculation of transport equations in metal
zone and plasma zone are coupled. That is, the simulations of
metal zone and plasma zone provide boundary conditions for each
other. However, there are large spatial and physical differences
between them. For a compromise between the result convergence
and calculation time, different time resolution were used for these
simulations. The governing equations (Egs. (1)—(5) and (34)), all
related supplemental equations and boundary conditions are
solved through the following iterative scheme:

(1) Equations (1)—(4) are solved iteratively to obtain velocity,
pressure, and temperature distributions under the associated
boundary conditions for the metal zone.

(2) Equation (34) is solved iteratively to obtain the temperature
field of the plasma in the keyhole under the associate
boundary conditions.

(3) Ilteration between steps (1) and (2).

(4) Solve VOF algorithm Eqg. (5) to obtain the new domain for
the metal zone and the plasma zone.

(5) Update the boundary conditions for the metal zone and the
plasma zone.

(6) Advance to the next time step until the desired time is
reached.

The technique for solving the partial differential equations is
given by Wang and Tsai [20]. Following the Marker-And-Cell
(MAC) scheme, the r and z velocity components are located at
cell face centers on lines of constants r and z, respectively, while
the pressure, VOF function, temperature, and absorbed laser flux
are located at cell centers. Since the temperature and pressure field
change more dramatically near the keyhole, a nonuniform grid
system with 202 X 252 points is used for the total computational
domain of 5.0 mmX6.25 mm, in which smaller grids are ar-
ranged near the keyhole and larger grids for other parts. Due to the
axis symmetry of the domain, only half of the grid points were
used in the actual calculation. Calculations were executed on the
DELL OPTIPLEX GX270 workstations with LINUX-REDHAT
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9.0 OS and took 6 h of CPU time to simulate about 100 ms of
real-time welding. The average time step is 107 s and the small-
est time step is about 1076 s,

4 Experimental Method

Bead-on-plate welding experiments were conducted by GM
R&D engineers using a TRUMPF HL 4006D Nd:YAG laser sys-
tem. The maximum output power of the laser at the workpiece is
4.0 kW and the wavelength is 1064 nm. The experimental setup is
similar to that shown in Fig. 1. Plate specimens (40.0 mm
X 3.0 mm) made of 304 standard steels were chemically cleaned
and degreased. Argon was used as the protecting gas, the flow rate
of which was 20 I/min. The laser beam pulse shape, modulation,
and ramping are programmable or can be set externally. The di-
ameter of the laser beam at the focus plane is 500 um and the
focus plane is on the top surface of the workpiece. The welding
parameters, such as laser power, on-time duration, and beam di-
ameter, were monitored and used in the mathematical model.
Thermal profiles were recorded using K-type thermocouples
welded to the symmetrical “A” (2 mm right to the laser beam
center) and “B” (2 mm left to the laser beam center) locations
underside of the coupon. Macroscopic analysis performed under
stereoscopes and optical microscopes. An image acquisition sys-
tem including a digital camera, a microscope, and a computer was
used to capture and store the images. Adobe Photoshop® and
Image Processing Tool Kit® software were used for the process-
ing of the sample images. The experiments were conducted for
various laser power levels and on-time durations. The weld pen-
etration, width, and bead geometry, and temperature profiles at
“A” and “B” locations for each case were measured.

5 Results and Discussion

The thermophysical properties and welding conditions used in
the present study are summarized in Table 1. The following weld-
ing conditions are assumed in the model: laser power at the focus
is 2.5 kW, the radius at focus is 0.25 mm, and the laser beam
energy is in the Gaussian distribution. The laser power is assumed
to increase from 0 to 2.5 kW in 1.0 ms and the pulse duration is
14.0 ms. The divergence of the laser beam is assumed to be neg-
ligible for a 3.0 mm metal thickness. The complete sequence of
the keyhole formation and collapse and the associated weld pool
fluid flow are calculated.

5.1 Keyhole Formation. Figure 2 shows the keyhole forma-
tion process. The corresponding temperature and velocity distri-
butions are given, respectively, in Figs. 3 and 4. At the initial stage
(t<1.8 ms), the laser energy is mainly used to heat up the base
metal. As the temperature of the base metal increases, a small
weld pool starts to appear under the laser beam. When the laser
power reaches 2.5 kW at t=1.0 ms, the laser-induced recoil pres-
sure starts to push down the molten metal under the laser beam.
Since it takes time to accelerate the molten metal from a static
condition, and the weld pool is thin at this time, the surface of the
weld pool is nearly flat. Only part of the laser energy is absorbed
by the metal via Fresnel absorption; the rest is reflected away.
Heat conduction is the major heat transfer mode at this stage.

As the laser light continues to radiate, the temperature of the
weld pool surface increases, as shown in Fig. 3. The large tem-
perature difference along the free surface of the weld pool due to
the Gaussian distribution of laser power leads to a high
temperature-dependent Marangoni shear stress. As shown in Fig.
5, the gradient of surface tension coefficient on temperature
change dy/dT is negative when T is above 2150 K. Since the
temperature on the weld pool surface under laser radiation is more
than 2150 K and the temperature gradient along the surface from
the center to the outside of the weld pool dT/JS is negative, the
temperature-dependent Marangoni shear stress is positive along
the weld pool surface, which drives the fluid to flow outwards. In
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Table 1 Thermophysical properties of 304 stainless steel and

process parameters

Nomenclature Value
Specific heat of solid phase ¢s (J kg™t K™ 700
Specific heat of liquid phase ¢ (Jkg™t K™) 780
Thermal conductivity of solid phase ks (W m™ K™) 22
Thermal conductivity of liquid phase k (Wm™K™) 22
Density of solid phase ps (kg m™3) 7200
Density of liquid phase p; (kgm™) 6900
Dynamic viscosity g (kgm™s) 0.006
Latent heat of fusion H (Jkg™) 2.47 X 10°
Solidus temperature Ty (K) 1670
Liquidus temperature T, (K) 1727
Boiling temperature T, (K) 3375
Latent heat of vaporization H, (J kg™) 6.34 < 108
Laser power P (kW) 25
Laser beam radius at focus r¢, (mm) 0.25
Laser beam radius r; (mm) 0.25
Substrate initial temperature T (K) 300
Surrounding temperature Tg,s (K) 300
Ambient temperature T,, (K) 300
Thickness of substrate metal Hy, (mm) 3.0
Radius of substrate metal R, (mm) 20.0
Substrate sulfur concentration C (ppm) 100
Atmospheric pressure P, (Pa) 1.013x10°
Gas constant R (J kg™ mole™) 8.3 103
Average ionic charge in the plasma Z 1
Angular frequency of the laser radiation w (rads™) 1.78x 10
Quantum mechanical Gaunt factor g 15
Excitation temperature T, (K) 9x10°
Degeneracy factors for ions g, 30
Degeneracy factors for neutral atoms g, 25
Degeneracy factors for electrons ge 30
Speed of light ¢ (ms™) 3x108
Boltzmann’s constant kg (J K1) 1.38x 10723
Planck’s constant h (J s) 6.625x 1073

the surface area where temperature is below 2150 K, surface ten-
sion coefficient gradient will change to be a positive value. Since
the temperature gradient is still negative, the Marangoni shear
stress forces the liquid metal to flow inwards. A crater is then
formed at some point of the weld pool where the temperature is
above 2150 K, as shown in Fig. 2. Moreover, higher surface tem-
perature leads to higher recoil pressure, which pushes the liquid
metal under laser radiation downwards quickly. As shown in Fig.
2, although the liquid-solid interface keeps moving downwards,
the liquid region of the weld pool under laser radiation remains
only as a thin layer because the strong recoil pressure squeezes the
liquid metal to flow outwards. Under the hydrodynamic force and
the Marangoni shear stress, this squeezed liquid metal flows up-
wards along the keyhole wall which facilitates the formation of a
crater. As the surface level moves down and the crater level in-
creases, a keyhole is formed in the weld pool at t=6.0 ms.

5.2 The Effects of Laser-Induced Plasma and Multiple
Reflections. Once the keyhole comes into being, as shown in Fig.
2 at t=6.0 ms, some metal vapor will be trapped inside it. The
incoming laser beam interacts with this metal vapor and part of
laser energy is absorbed by it. Since the heat capacity of the vapor
is rather low, the temperature of the vapor increases very quickly.
When the temperature of the vapor exceeds around 8000 K [15],
laser-induced plasma will be formed by the ionization process.
The physical properties of plasma are quite different from that of
the prior vapor, which absorbs more laser energy through the 1B
absorption process.

The laser-induced plasma plays twofold roles in keyhole forma-
tion. As shown in Fig. 6, the coefficient of the IB absorption
increases with the increase of plasma temperature. Hence, once
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Fig.2 A sequence of liquid metal evolution during the keyhole
formation process

plasma comes into being, its temperature will increase very
quickly, as indicated in Fig. 3. This hot plasma separates the key-
hole wall from the cold shielding gas, which reduces the heat loss
from the keyhole wall to the surroundings. Moreover, the hot
plasma heats up the surrounding keyhole wall via radiation. This
facilitates the temperature increase on the keyhole wall when the
depth of keyhole is not large. As shown in Fig. 3, the temperature
on the keyhole wall under laser radiation keeps increasing. There-
fore, the recoil pressure becomes stronger accordingly, which
helps the depth of keyhole grow very quickly. As shown in Fig. 7,
the drilling speed increases quickly once the keyhole appears, and
maintains the value for the time between t=6.0 ms and t
=10.4 ms.

When the plasma temperature is above 10,000 K, as shown in
Fig. 6, the IB absorption coefficient decreases with the increasing
plasma temperature. Although the coefficient of the IB absorption
decreases with the small increase of plasma temperature, the
travel length of laser light increases with the increasing keyhole
depth, the overall effect of the plasma absorption becomes more
and more remarkable, and it will block more percentage of the
laser energy to reach the keyhole bottom wall. Meanwhile, the
temperature of plasma only increases a little. The heat radiation
from the plasma also increases a little correspondingly. Thus, the
blocking effect on laser light becomes more and more dominant,
which eventually will make the plasma become a negative factor
for keyhole depth increase at certain time. As shown in Fig. 7, the
keyholing speed drops quickly after t=11.0 ms.

The formation of the keyhole also enhances the laser light ab-
sorption through a mechanism called multiple reflections. As
shown in Fig. 2, the surface of the weld pool is nearly flat at the
beginning. Once laser light irradiates the flat surface, only part of
the energy is absorbed by the surface via the Fresnel absorption
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Fig. 3 The corresponding temperature distributions for the
case shown in Fig. 2

mechanism. A large amount of the laser energy is reflected back.
Since the direction of the reflected light is contrary to its incident
direction, this part of the laser light will never reach the weld pool
surface again. However, once the keyhole is formed, the surface
along the keyhole wall is not flat. Part of the reflected light will be
incident on the keyhole wall again and again. During each inci-
dence, part of the laser energy is absorbed via the Fresnel absorp-
tion mechanism. This brings more laser energy input to the key-
hole wall, which leads to higher recoil pressure on the keyhole
wall. Moreover, as the keyhole deepens, the possibilities and times
of multiple reflections increase. When the reflected laser light
travels in the plasma, part of its energy will also be absorbed by
the plasma to increase the plasma temperature.

5.3 Fluid Flow and Weld Pool Dynamics. As shown in Fig.
4 at t=1.8 ms, since the weld pool is small and it takes time to
accelerate the molten metal, the fluid flow is not significant. Once
the keyhole is formed, with the strong action of the laser-induced
recoil pressure, some strong velocities appear in the weld pool at
t=6.0 ms. At t=9.0 ms, on the bottom of the keyhole wall, higher
recoil pressure leaves a thinner liquid layer compared with that at
t=6.0 ms. Although the hydrostatic pressure and surface tension
at the bottom of the keyhole becomes larger and larger as keyhole
deepens, which makes it difficult for the drilling process of the
keyhole, the velocity of liquid along the bottom surface does not
decrease, as shown in Fig. 4. Meanwhile, the hydrostatic pressure
at the bottom of the keyhole increases as the keyhole deepens,
which makes it more and more difficult for the recoil pressure to
pump the liquid upwards. Moreover, the temperature difference
along the sidewall of the keyhole decreases as the keyhole depth
increases. This decreases the Marangoni shear stress and makes it
more difficult for the squeezed liquid metal to flow upwards. As
shown in Fig. 4, both the downward velocities at the bottom key-
hole and the upward velocities along the sidewall of the keyhole
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Fig. 4 The corresponding velocity distributions for the case
shown in Fig. 2

are smaller at t=13.2 ms compared with those at t=11.4 ms.

As shown in Fig. 7, the keyholing speed drops quickly after t
>10.5 ms. This means more laser energy is absorbed by the key-
hole plasma, especially by that in the upper part of the keyhole.
Thus, it makes the plasma at that portion reach a very high tem-
perature, as shown in Fig. 3. This hot plasma also increases the
heat input to the keyhole wall. Meanwhile, the multiple reflections
also bring more and more energy to the sidewall of the keyhole as
keyhole deepens. The increased heat input to the sidewall of key-
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Fig. 5 Surface tension and its gradients as a function of tem-

perature for the pseudo-binary Fe-S system with 300 ppm
sulfur
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Fig. 6 Coefficient of Inverse-Bremsstrahlung absorption as a
function of plasma temperature from Ref. [16]

hole causes the liquid-solid interface in the keyhole to move out-
wards, which enlarges the heat affect zone in the weld substrate.
Hence, as shown in Fig. 2, the liquid region of keyhole is enlarged
at t=15.0 ms compared with that at t=13.2 ms and the keyhole
depth does not increase remarkably at this period. Also, as noticed
in the figure, the liquid metal on the bottom of the keyhole is
thicker at t=15.0 ms than that at t=13.2 ms. This is because, with
more and more laser energy being absorbed by the plasma, the
recoil pressure on the bottom of the keyhole is decreasing at t
=15.0 ms, hence more liquid metal is accumulated there.

As shown in Fig. 4, there is a vortex in the upper part of the
weld pool at t=13.2 ms, which is the result of combined action of
four driving forces: temperature-dependent Marangoni shear
stress force, surface tension, hydrodynamic force, and hydrostatic
force. On the upper part of the vortex, the liquid is driven from the
hot edge to the cold edge by the Marangoni shear stress force
when the temperature of liquid is above 2150 K. As the liquid
metal moves to the cold edge, the temperature gradient becomes
smaller and smaller which makes the Marangoni shear stress force
decreases. At the point where the liquid temperature is under
2150 K, the Marangoni shear stress will change its direction. This
change prevents the liquid from moving outwards. At the same
time, the surface tension on the cold edge also blocks the liquid to
flow outwards. Therefore, the velocity vector along the r direction
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Fig. 7 Keyhole depth and keyholing speed as a function of

time
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Fig. 8 A sequence of liquid metal evolution during the keyhole
collapse and solidification processes

becomes smaller and smaller. Meanwhile, the hydrostatic force
and surface tension cause the liquid to flow downwards, which
makes the velocity along the z direction become larger and larger.
Finally, the liquid metal changes its flow direction to flow down-
wards at the upper of the cold edge. When this downward-flowing
liquid metal meets the liquid-solid interface, it is blocked by this
interface and flows along the interface. Meanwhile, the hydrody-
namic force of the squeezed liquid from the lower part of keyhole
makes the liquid flow upwards. Thus, the liquid changes its direc-
tion to flow upwards at the lower part of hot edge. As the liquid
flows upwards, the hydrodynamic force is counteracted by the
hydrostatic force and surface tension, which retards the upward
tendency. Meanwhile, the Marangoni shear stress force pushes the
liquid to flow toward the cold edge. Thus, the liquid flow rotates
clockwise on the shoulder of keyhole and a vortex is formed as
shown in the figure. The flow velocity is on the order of 10 cm/s,
which agrees fairly well with the experimental results [11]. This
vortex enhances the heat transfer along the liquid-solid interface
and enlarges the liquid region on shoulder of the keyhole, as
shown in Fig. 2.

5.4 Keyhole Collapse and Porosity Formation. When the
laser pulse is shut off at t=14.0 ms, the recoil pressure disappears
quickly and the keyhole collapses under hydrostatic pressure and
surface tension. Figure 8 shows a sequence of the liquid metal
evolution during the keyhole collapse and solidification processes.
The corresponding temperature and velocity distributions are
given in Figs. 9 and 10. Once the laser is shut off, the hot plasma
radiation is the only heat input source for keyhole wall. However,
since there is no heat input to the plasma and the heat capacity of
plasma is very small, the temperature of the plasma drops very
quickly. Meanwhile, the heat conduction from the keyhole wall to
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Fig. 9 The corresponding temperature distributions for the
case shown in Fig. 8

the surrounding metal is very strong due to the high aspect ratio
and high temperature gradient. Hence, as shown in Fig. 9, the
temperature of the keyhole wall drops very quickly, especially in
the lower part of the keyhole since there is only a thin layer of the
metal liquid. Due to this quick temperature drop, the thin layer of
liquid metal on the bottom of keyhole completely solidifies at t
=19.2 ms in Fig. 9.

At the initial stage of the collapse, the temperature gradient
along the sidewall surface of the keyhole is negative from the
bottom to the top and the temperature of the liquid metal is above
2150 K. Thus, the Marangoni shear stress is still positive, which
helps the liquid to flow upwards. Since the temperature of the
metal on the bottom surface drops much faster than that on the
upper surface, the Marangoni shear stress there decreases quickly.
Meanwhile, the hydrodynamic pressure of the squeezed liquid
metal also decreases very quickly due to the removal of recoil
pressure. The surface tension and hydrostatic pressure then make
the liquid metal have a tendency to fill back the keyhole. How-
ever, the velocity of liquid metal needs a time to change its direc-
tion, especially on the lower part of the keyhole wall due to their
original high velocities inertia. On the keyhole shoulder, the Ma-
rangoni shear stress also decreases quickly with the decreasing
temperature gradient. Hence, with the action of hydrostatic pres-
sure and surface tension, the liquid metal on the upper part of the
keyhole starts to flow inwards and downwards at t=15.5 ms in
Fig. 10. Since there is certain amount of liquid metal there and the
flow friction along the liquid-solid interface is larger for the thin
liquid layer, the back-filling velocities of the liquid metal on the
upper part will be accelerated more easily than those on the lower
part of keyhole. Thus, the keyhole is closed on the top first as
shown in Fig. 8. Meanwhile, the liquid metal continues to be
accelerated by the hydrostatic force to flow downwards along the
keyhole wall and finally the keyhole is refilled at t=30.0 ms. As
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Fig. 10 The corresponding velocity distributions for the case
shown in Fig. 8

shown in Fig. 8 from t=19.8 ms to t=30.0 ms, the liquid region
also shrinks as the liquid refills the keyhole, especially at the
bottom because of fast conduction heat loss and low heat capacity.
Finally, the liquid metal on the bottom completely solidifies. Dur-
ing the keyhole collapse process, the hot liquid metal cannot reach
the far end of the top surface due to the disappearance of recoil
pressure. Moreover, the velocity of the liquid metal flowing to-
ward the edge decreases during the back-filling process. Thus, the
liquid metal at the far end of the top surface cannot fill back and
solidifies there, which results in a rough top surface on the final
weld, as shown in Fig. 8 at t=30.0 ms.

5,5 Comparison Between Model Predictions and
Experiments. To validate the numerical model, experiments were
performed using the parameters listed before. In this study, the
size and geometry of the weld bead are compared with simulated
results in Fig. 11 and the temperature distribution comparisons are

r(mm)

Fig. 11 The comparison of the weld bead geometry between
experimental result and model prediction
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Fig. 12 The comparison of the temperature history at location
“A” between experimental result and model prediction

shown in Fig. 12. As shown in Fig. 11, when the laser power is
2.5 kW and the laser pulse duration is 20.0 ms, the penetration
depth predicted by the model is 2.52 mm and it is 2.56 mm as
shown in the experiment. The weld bead width is 1.96 mm from
the model prediction and is 2.0 mm in the experiment. The top
surface shape predicted by the model is slightly different from that
shown in the experiment, and the size of the welded zone shown
in the upper part of the welding coupon in the experiment is
slightly larger than that predicted by the model. The difference
between the model prediction and experimental results may be
due to the difference of the input values of parameters (laser
power, pulse duration, etc.) in the model and those in the experi-
ments and the shielding gas effect. Overall, the weld bead geom-
etry predicted by the model agrees well with that from the experi-
ment. Also as shown in Fig. 12, the temperature history at location
“A” predicted by the model agrees very well with that measured
by the experiments. More comparison results are listed in Table 2
and, as shown, good agreements between experimental and com-
putational results are obtained.

6 Conclusions

A mathematical model has been developed to simulate the tran-
sient keyhole formation, heat transfer, and fluid flow, and keyhole
collapse process and the corresponding experiments were con-
ducted to validate its efficiency. The model is divided into two
submodels. One is to calculate the mass, momentum, and energy
transport in the weld pool and the other is to calculate the energy
transport in plasma. These two submodels provide boundary con-
ditions for each other. The VOF technique is used to handle the
free surface, and complicated velocity and temperature distribu-
tions are calculated.

Recoil pressure plays a key role in the keyhole formation,
which pushes down the liquid in the weld pool and acts as the
main driving force for the keyhole formation. This laser-induced
recoil force combined with the Marangoni shear force, hydrody-
namic force, and hydrostatic force causes very complicated fluid
flow in the weld pool. A vortex is found at the upper part of
keyhole, which is helpful in increasing the heat and mass transfer
during the welding process.

Laser-induced plasma plays two-fold roles during keyhole for-
mation. The positive effect is that the IB absorption increases the
energy coupling, which facilitates the keyhole formation at the
initial stage. The negative effect is that, when the keyhole reaches
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Table 2 Comparison of weld bead size between model predictions and experiment results

Penetration (mm) Width (mm)
Laser Power (On-time)
(kW) Experiment Calculated Experiment Calculated

1.8 (10.0 ms) 1.22 1.18 1.12 1.20

1.8 (20.0 ms) 2.01 2.04 1.74 1.82

1.8 (60.0 ms) 1.98 2.08 1.94 1.82

2.5 (20.0 ms) 2.56 2.52 2.00 1.96
certain depth, more laser energy is absorbed by the plasma and n = vector normal to local free surface
less laser energy could reach the keyhole wall, which prevents the I = vector along the radiation direction
keyhole from deepening further. Multiple reflections can bring ne = electron particle density in plasma
more laser energy inside the keyhole to help the keyhole forma- n; = ion particle density in plasma
tion process. ny = neutral atom density in plasma

During the keyhole collapse process, the keyhole closes on the Na = Avogadro’s number

top first and the liquid metal from the top then flows downwards p = pressure for metal zone simulation

to refill the keyhole. Porosity could be introduced during the key-
hole collapse. Its formation is dependent on two factors: (1) so-
lidification rate after the shut-off of the laser power and (2) back-
filling speed of the liquid metal. The detailed discussion can be
found in the forthcoming papers. The liquid metal on the far end
of top surface cannot flow back in the solidification process,
which results in a rough surface on the final weld. The tempera-
ture history and geometry of the weld bead predicted by the pro-
posed model agree very well with the experimental results, which
indicate the proposed mathematical model can be used as a solid
base for future studies.

Acknowledgment

This research is partially supported by the General Motors Cor-
poration, which is gratefully acknowledged.

Nomenclature

A = constant in Eq. (11)

A, = constant in Eq. (23)

By = vaporization constant in Eq. (11)
C, = specific heat

C = coefficient defined in Eq. (3)

d = dendrite arm spacing

E; = ionization potential for neutral atom

f = mass fraction

f@ = sulfur concentration

F = volume of fluid function
F,is = viscous energy dissipation

g = gravitational acceleration

0e = degeneracy factor of electron particle

g; = degeneracy factor of ion particle

0o = degeneracy factor of neutral atom

h = enthalpy for metal zone simulation
hy = enthalpy for plasma

h. = convective heat-transfer coefficient

H = latent heat of fusion

H, = latent heat for liquid-vapor
thickness of base metal

laser intensity

I, = laser intensity leaving keyhole

k = thermal conductivity

K = permeability function in Eq. (2)
Kp = plasma laser absorption coefficient

ki = thermal conductivity for component i
kg = Boltzmann’s constant
M, = atomic mass

m = times of reflection
me = electron mass

Journal of Heat Transfer

P.m = atmospheric pressure

p, = recoil pressure
p, = surface tension
Jeony = heat loss by convection
Oevap = heat loss by evaporation
Oaser = heat input flux by laser radiation
Oragi = heat loss by radiation
r-z = cylindrical coordinate system
re = laser beam radius
R = gas constant
R, = radius of base metal
s = penetration depth of laser in plasma
s = vector tangential to local free surface
t = time
At = time step for metal zone simulation
Aty = time step for plasma zone simulation
T = temperature
T, = vaporization temperature
T, = temperature on keyhole wall
u = velocity in the r direction
v = velocity in the z direction
V = velocity vector
V, = ionization voltage
W = melt evaporation rate
Greek symbols
ap = fraction of laser absorbed by plasma
ag = B absorption coefficient

ap, = Fresnel absorption coefficient

any = plasma absorption coefficient at mth reflection
a, = degree of ionization
Bt = thermal expansion coefficient
v = surface tension coefficient
dyl dT = surface tension temperature gradient
& = surface radiation emissivity
« = free surface curvature
= dynamic viscosity
o = Stefan-Boltzmann constant
p = density
Subscripts
0 = initial value
¢ = original incident laser light
IB = inverse bremsstrahlung absorption
| = liquid phase
r = relative to solid velocity
(r,m) = mth reflected laser beam
pl = plasma
s = solid phase
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Heat Transfer Performance
During Condensation Inside
Horizontal Smooth, Micro-Fin
and Herringbone Tubes

An experimental investigation was conducted into the heat transfer characteristics during
in-tube condensation of horizontal smooth, micro-fin, and herringbone tubes. The study
focused on the heat transfer coefficients of refrigerants R-22, R-134a, and R-407C inside
a series of typical horizontal smooth, micro-fin, and herringbone tubes at a representative
average saturation temperature of 40°C. Mass fluxes ranged from 300 to 800 kg/m?s,
and vapor qualities ranged from 0.85 to 0.95 at condenser inlet, to 0.05 to 0.15 at
condenser outlet. The herringbone tube results were compared with the smooth and
micro-fin tube results. The average increase in the heat transfer coefficient of the her-
ringbone tube, when compared with the smooth tube at comparable conditions, was
found to be 322%, with maximum values reaching 336%. When compared with the
micro-fin tube, the average increase in heat transfer coefficient was found to be 196%,
with maximum values reaching 215%. Moreover, a new correlation was developed to
predict the heat transfer coefficients in a herringbone and micro-fin tube. Semi-local heat
transfer coefficients were calculated from the modified WiIson plot technique, using mea-
surements of condenser subsection inlets and outlets, and from knowledge of the tem-
perature gradient on the annulus side. The correlation predicted the semi-local heat
transfer coefficients accurately, with 96% and 89% of the data points falling in the £20%
region for the herringbone tube and the micro-fin tube, respectively. The average heat
transfer coefficients were accurately predicted, too, with all the data points for the her-
ringbone tube and 83% of the data points for the micro-fin tube falling in the +20%
region. The derived heat transfer correlations can be used for design, especially for
reversible heat pumps. This research proves that predicting the flow pattern during in-
termittent and annular flow is not a prerequisite for predicting the heat transfer accu-
rately to within 20% of the measurements. [DOI: 10.1115/1.2194038]

Keywords: herringbone tube, micro-fin tube, condensation, heat transfer coefficient
correlation, heat pumps

I ntroduction

In-tube condensation heat exchangers are of great importance in
refrigeration and air-conditioning applications. In-tube condensa-
tion is used in air-cooled and evaporative condensers, and also
with water-cooled condensers in reversible heat pumps and tube-
in-tube condensers. In-tube condensation is especially important
in large equipment operating at high pressures, typical of shell-
and-tube condensers. The demand for more compact systems,
higher energy efficiency, lower material costs, and other economic
incentives has led to the rapid development of better and more
effective heat exchangers [1]. These heat exchangers have en-
hanced surfaces, displaced enhancement devices, swirl-flow de-
vices, or surface tension devices to enhance the heat transfer co-
efficient [2]. This implies that intensive research is currently being
conducted on enhanced heat exchangers. Furthermore, the amend-
ments to the Montreal Protocol [3] that focuses on the phase out
of all chlorinated compounds, have ensured that substitutions for
traditional refrigerants such as R-22 have to be found. The use of
zeotropic replacement refrigerants such as R-407C further leads to
heat transfer degradation during condensation, which must be ac-
counted for. Widely used semi-empirical correlations to predict
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heat transfer during condensation have been shown to be inaccu-
rate in certain applications, and this has resulted in renewed ef-
forts to characterize flow conditions and associated predictive pro-
cedures for heat transfer and pressure drop of condensing vapors.

It has become common practice to enhance condensation heat
transfer inside horizontal tubular heat exchangers for air condi-
tioners by employing micro-fin tubes (cf. Fig. 1(a)). Micro-fin
tubes are usually made of copper and have outside diameters that
range from 4 to 15 mm. They feature internal grooves (or fins), a
set of 50-70 fins that are spiraled at helix angles of 6—30 deg (but
usually 18 deg), with fin heights between 0.1 and 0.25 mm. These
fins are usually trapezoidal in shape with apex angles of around
30 deg. Micro-fin tubes yield a heat transfer enhancement of 60—
200% and a pressure drop increase of approximately 50% when
compared to conventional smooth tubes [1,4]. Extensive research
work has been conducted on micro-fin tubes since their inception
in the 1970s, but very little experimental data are available on a
recent heat transfer enhancement development, namely herring-
bone tubes.

Herringbone tubes (cf. Fig. 1(b)) yield an increase in heat trans-
fer coefficient in excess of 200% under certain conditions, and a
pressure drop increase of between 50% and 60% when compared
to micro-fin tubes during condensation [5,6]. According to Goto et
al. [7], herringbone tubes increase the heat transfer coefficient
twice as much as when compared to micro-fin tubes. Miyara et al.
[8] found that the heat transfer coefficient of a herringbone tube
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Fig. 1 Experimental (a) micro-fin tube and (b) herringbone
tube

was higher than that of a micro-fin tube in the high mass flux
region by as much as a factor of 2, while it had slightly lower
values in the lower mass flux regions. Also, Miyara et al. proposed
that the double-chevron arranged microfins of the herringbone
tubes remove liquid at the fin-diverging parts and collect liquid at
the fin-converging parts. Herringbone tubes have similar fin
heights than their helical micro-fin counterparts, although herring-
bone fins are typically spiraled at 8—10 deg.

Miyara et al. [8] furthermore present the only known correla-
tion for predicting the pressure drop and heat transfer coefficients
for refrigerant condensation in herringbone tube heat exchangers.
However, the correlations make use of inside wall temperatures
and are sometimes difficult to implement in practice. A further
difficulty with previous experimental work is that flow regime
maps along with visual observation of the flow regimes were not
always incorporated to validate and explain the experimental
work. The refrigerants used in experimental work on herringbone
tube heat exchangers were R-407C, R-410A, and R-22.

The aim of this study was to investigate the heat transfer coef-
ficients of horizontal herringbone tube and micro-fin tube heat
exchangers during condensation with refrigerants R-22, R-134a,
and R-407C by using flow pattern maps and visual observations of
flow regimes, and to develop a correlation for the prediction of
heat transfer coefficients.

Experimental Setup

A test facility was constructed to measure in-tube condensation
heat transfer and pressure drop of pure refrigerants and zeotropic
mixtures [4,9], and is shown in Fig. 2. It was a vapor compression
heat pump water heater comprising three flow loops: a refrigerant
loop, a heating water loop (for the evaporator), and a cooling
water loop (for the condenser).

The refrigerant loop consisted of four main components: the
compressor, the condenser, the expansion valve, and the evapora-
tor. The compressor was a hermetically sealed, reciprocating type

692 / Vol. 128, JULY 2006

with a nominal cooling capacity of 10 kW. An oil separator was
connected to the compressor in parallel with a bypass line. By
manually controlling the flow through the bypass line and the oil
separator simultaneously, the oil mass fraction in the refrigerant
could be controlled. The water-cooled-type tube-in-tube con-
denser consisted of two parts: the test condenser and the after
condenser. The test condenser consisted of eight separate coaxial
tube test sections connected in series, which were labeled A, B, C,
to H as shown in Fig. 2. This ensured that different flow regimes
could be monitored in each subsection. The inner and outer tubes
were separated by means of thin copper spacers to prevent sag-
ging, which assisted in promoting turbulence in the annulus. The
outer tube of each test section was a hard-drawn copper tube with
an inside diameter of 17.27 mm and an outside diameter of
19.05 mm. Three types of test sections with inner tubes were
manufactured, namely smooth, micro-fin, and herringbone types,
all made of hard-drawn copper. The tube dimensions are given in
Table 1. It will be noted that tubes with similar inside diameters
were chosen to enable an effective comparison of data. High-
pressure sight glasses were installed between the test sections in
order to visually monitor the refrigerant flow pattern. The inner
diameters of the sight glasses were identical to the inner root
diameters of the test sections. All test sections were well insulated
to minimize heat loss.

The cooling water cycle consisted of a centrifugal pump circu-
lating the water from a 1000 L insulated cold-water storage tank
through the system at the condensing side. A 15 kW chiller was
connected to the storage tank in order to control the cooling water
temperature (between 20 and 25°C). The heating water cycle was
composed of a centrifugal pump that circulated the water from a
1000 L insulated hot water storage tank through the system at the
evaporating side. A 20 kW electrical resistance heater was con-
nected to the storage tank in order to constantly control the heat-
ing water temperature (between 30 and 40°C).

A bypass line connected in parallel with the test condenser was
used to control the refrigerant mass flow rate through the test
condenser. The after condenser was a coiled water-cooled, tube-
in-tube condenser, used specifically to ensure that only liquid re-
frigerant entered the Coriolis mass flow meter.

A second Coriolis mass flow meter was placed at the inlet of the
test condenser on the water side to measure the cooling water flow
rate. A suction accumulator was placed upstream of the compres-
sor to retain the liquid refrigerant and ensure that only vaporous
refrigerant would flow to the compressor.

Temperatures were measured with Pt-100-type resistance tem-
perature detectors (RTDs) mounted longitudinally at each con-
denser sub-section inlet on the outside wall of the tubes (refriger-
ant and cooling water loops). At each measurement location, two
Pt-100s were used, one measuring the temperature at the top and
another at the bottom of the outside tube walls. The average tem-
perature between top and bottom values was used for data analy-
sis. For the herringbone tube, one RTD was placed on the top and
one on the side of the tube in order to measure the average tem-
peratures over the tube cross section. This was done since Caval-
lini et al. [5] showed that the heat transfer coefficients at the sides
of the herringbone tube were typically 10% to 15% higher than at
the top and bottom of the tube.

High-pressure sight glasses and six mini-video cameras were
also mounted in close proximity to the temperature and pressure
sensors in order to observe and capture flow patterns. The sight
glasses were mounted just before the tube U bends, so that there
was at least a 1 m spacing between sight glasses, to negate the
flow effects that U bends induce due to generation of non-
negligible centrifugal forces. (Tube bends typically affect the local
flow conditions, but flow typically returns to its original (pre-
bend) characteristic approximately ten tube diameters down-
stream.)

Signals from the temperature sensors, pressure sensors, Coriolis
flow meters, and the six mini-video cameras were recorded by a
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Fig. 2 Experimental setup

computerized data acquisition system, that was programmed to ) ) )
evaluate the data and to calculate energy balances, average satu-  'aple 1 Geometric parameters of experimental inner tubes
ration temperature, heat transfer coefficients, and pressure read-

. . . . . Tube no. 1 2 3
ings, all of which were displayed in real time.

Measurements for R-22, R-134a, and R-407C were conducted  Type Smooth Micro-fin Herringbone
at a nominal saturation temperature of 40°C. The saturation tem-  Helix angle, B (°) . 18 16
perature for R-407C was taken as the dew-point temperature. Re-  Apex angle, y (deg) 55 25
frigerant properties were obtained from a refrigerant database ~ Number of fins, n (-) 60 70
[10]. The experimental uncertainties were calculated by a Outside diameter, d(o (mm) Z-if 8955356 g-g%

ropagation-of-error method and are reported in Table 2. Inside diameter, d; (mm) : : -
propag P Tube wall thickness, ¢ (mm) 13 0.302-0312 03
. i i .. 0.198-0.2197 0.2
Experimental Procedure Fin height, e (mm)

P o Sub-sectional length, | (m) 15 0.9 0.563

Data measurements were taken upon obtaining an energy bal-  Actual flow area, A, (mm?) 60.9 60.64 61.87
ance of better than 1%, for a minimum period of 10 min.
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Table 2 Estimated 95% uncertainties for the experimental in-
strumentation and experimental data at low mass fluxes
(400 kg/m?s) and high mass fluxes (800 kg/m?s)

Low mass flux High mass flux

Measurements (400 kg/m?s) (800 kg/m?s)
Refrigerant temperature 0.14 K 0.04 K
Water temperature 0.11 K 0.04 K
Saturation temperature 0.12 K 0.02 K
Pressure 0.28% 0.18%
Refrigerant mass flow rate 0.31% 0.15%
Water mass flow rate 0.15% 0.40%
Average quality 4.58% 1.46%
Heat transfer coefficient 14.70% 7.88%
Viscosity 0.10% 0.10%
Density 0.03% 0.04%
Reynolds number 1.09% 0.95%
Differential pressure 7.69% 5.91%

Annulus-Side Heat Transfer Coefficient (for Single-Phase
Flow). A modified Wilson Plot technique [4] was used to deter-
mine the unknown Reynolds number exponent and the annulus-
side coefficient for the heat transfer coefficient expressed by a
Dittus and Boelter-type equation

A
= 0.09365_' ReX742prl3 1/ ) )01 (1)
|

The cold water-side (annulus) flow rate was varied as follows:
0.34, 0.27, 0.22, 0.16, 0.11, and 0.059 kg/s. For each of these
settings, the hot water-side (inner tube) flow rate was varied as
follows: 0.11, 0.08, 0.06, and 0.036 kg/s, thus delivering 24 over-
all settings, of which an average of ten readings per point were
taken. This delivered 240 data points for each test condenser
setup. The flow rates corresponded to the maximum and minimum
flow rates possible, prescribed by the physical limitations of the
tube length and diameters used. For the tube-side WIson plot, the
annulus-side Reynolds number was kept constant, and the tube-
side water flow rate varied, with (10,000 < Re; <40,000).

Deduction of Average Heat Transfer Coefficient. With the
heat transfer coefficient in the annulus known, the average
refrigerant-side heat transfer coefficient could be calculated from

(4]

1[ 11 In(dyd)]™
“TALUA T aA, 2magl
where «, is the water-side heat transfer coefficient determined
from the modified Wilson plot, and the overall heat transfer coef-

ficient U (based on the outside area of the inner tube) was deter-
mined by

2

U - Qave (3)
ALMTD

where LMTD is the logarithmic mean temperature difference, de-
termined by

(tsat - Tout) B E;sat B Tin) ( 4)
In(tsat ~ out)
tsat — Tin

The inner diameters (d;) for the enhanced tubes are taken as the
fin tip-to-fin tip diameters.

Although the thermal resistance term (last term in Eq. (2)) was
taken into consideration with calculations, it was found to be neg-
ligibly small.

For condensation inside the micro-fin tube, the heat transfer
coefficient in the inner tube (Eq. (2)) was based on the inside area
of a smooth tube that has an inner diameter equal to the maximum

LMTD =
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diameter of the micro-fin tube (nominal heat transfer area).

For pure refrigerants, the saturation temperature was obtained
from the average of the refrigerant bulk temperature at the inlet
and exit of the condensation test section. For the zeotropic mix-
ture (R-407C), the saturation temperature was deduced by using
the following correlation of Cavallini et al. [5]

tsat = Lew — Atglide(l -X) (5)
where Atgqe is the temperature glide, while x is an empirical
function of the vapor quality that varies from O to 1.

Deduction of Semi-Local Heat Transfer Coefficient. The
semi-local heat transfer coefficient for the refrigerant side was
determined from [4]

1
= 6
N G -TJmd 4 dindjd) ©
. dT LYAO 2)\(:
me,w_dzw © !

The first term in the denominator is the overall thermal conduc-
tance, the second term is the annulus thermal conductance, and the
third term is the tube wall conductance. The water temperature in
the annulus was fitted to a two-degree polynomial as a function of
axial position. The local variation in heat flux along the length of
the tube could then be related to the derivative of the temperature
profile by using an energy balance.

The water temperature distribution in the annulus was ex-
pressed as a function of the axial distance z along the test section
and fit to a second-order polynomial. The axial temperature varia-
tion dT,/dz was then determined from the derivative of the
second-order polynomial and evaluated at the water temperature
at the respective measurement stations.

Deduction of Vapor Quality. The average sectional vapor
quality was calculated from

h, = h,
X = %hl with hy and hy measured at t,

o] |

Xo = 20 E' with hy and hy measured at t, (7
g~ M

The average vapor quality of each test subsection was then calcu-
lated as x=(x;+x,)/2. Although there were eight condenser sub-
sections, two-phase flow could only be obtained in four or five of
these, with the other subsections comprising of either sub-cooled
or desuperheated flow. Although a small change in vapor quality
in the test subsections would have been preferred, the authors also
attempted to simulate realistic condenser operation by using real-
istically long tube lengths, which introduced a 16—24% change in
average vapor quality in the two-phase subsections.

Correction Factor of Zeotropes. The operation of zeotropic
refrigerant mixtures in refrigeration systems produces heat trans-
fer degradation during condensation, due to mass transfer resis-
tance between the liquid and vapor phases. The slip velocity be-
tween the two phases, brought on by an increase in the liquid
phase saturation temperature, causes nonequilibrium between the
liquid and vapor phases. The correction factor of Bell and Ghaly
[11] was used to compensate for the zeotropic characteristics of
R-407C.

Experimental Results

Flow Regime Observations. Liebenberg et al. [4] and Olivier
et al. [12] adapted a flow regime map generated by Thome [13]
for condensation in the helical micro-fin and herringbone tubes
(cf. Fig. 3). The flow regimes that were observed in the herring-
bone tube condenser validated the flow regime map predictions.
The observed flow patterns were annular, slug, and plug (i.e.,
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Fig. 3 Experimental data and new flow regime map for R-407C
condensing in a herringbone tube

intermittent), and stratified flow (the latter only for R-407C and
R-134a at 300 kg/m2 s). In the micro-fin tube condenser, annular
flow, slug and plug flow, and stratified flow (the latter for R-407C
at 300 kg/m?s) were observed, while for the herringbone tube
annular flow, slug flow, plug flow and stratified wavy flow were
observed (cf. Fig. 4). During slug flow there are large waves that
bridge the full cross section of the channel, and as condensation
continues, the slugs coalesce into a predominantly liquid flow
with large bubbles. Slug and plug flow occur towards the end of
the condensation process and are termed intermittent flow for the
purpose of this paper.

Since the flow regimes were similar in all three types of con-
densers, only a representative flow regime map is presented in
Fig. 3 (i.e., for R-407C condensing in a herringbone tube), and the
corresponding visual observations are shown in Fig. 4. (Similar
trends for condensing R-134a and R-22 were observed and are

500 kg/m? s

300 kg/m?s

x=0.02 x=0.18

therefore not presented here. They are, however, available in Lie-
benberg et al. [4].) The adapted Thome flow regime map (Fig. 3)
evidently predicted the observed flow regimes accurately. At the
highest vapor qualities (i.e., x=0.9), the flow in the herringhone
tube is annular with a stable and very thin annular condensate
film, with the gas phase flowing in the central core. As expected,
the flow has a twisting (or swirling) nature, induced by the helix
angle of the microfins. Heat transfer would therefore be controlled
by vapor shear and turbulence in this regime. It is further expected
that the herringbone microfins will be very effective at mixing the
liquid-vapor interface due to their proximity to this interface.
Also, surface tension drainage is expected to have a large effect at
these high vapor qualities.

As the condensation process progresses, liquid accumulates at
the bottom of the horizontal condenser tube. At vapor qualities
around 40%, all the liquid does not accumulate in a pool as it does
with a smooth tube [4]. Rather, the herringbone microfins ensure
that some liquid is carried to the top due to the capillary action of
the fins and the swirling energy of the flow. The double-chevron
shape of the herringbone microfins, however, ensures that the lig-
uid is again carried back to the bottom of the tube, so that a thin
liquid film is evident on the tube sides. The liquid pool at the
bottom of the tube is thicker than that at the top, due to the action
of gravity. The effective flow pattern therefore changes from an
intermittent flow regime to a semi-annular flow regime, thereby
further enhancing the heat transfer. Elongated slugs form at the
lower vapor qualities (cf. x=2-10%). Occasionally, waves are
observed at around 5% vapor quality but only at the lowest mass
fluxes. It appears that the slug frequency, slug length, wave am-
plitude, and the wave frequency are stochastic in nature. Eventu-
ally the refrigerant becomes a subcooled liquid and no occasional
bubbles appear, as was the case with the smooth tube [4].

It is apparent that the microfins delay the transition from annu-
lar flow to intermittent flow (by approximately x=15-20%) due
to the combined actions of (i) swirling, (ii) surface tension drain-
age, and (iii) heat transfer surface area enhancement, which en-
hances the heat transfer relative to the smooth-tube counterpart. In
addition to the aforementioned three enhancement mechanisms,

x =045 x=0.79

Fig. 4 Flow regime observations for R-407C condensing in a herringbone tube at 300 kg/m?s, 500 kg/m?s, and 800 kg/m?s
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Fig. 5 Semi-local heat transfer coefficients for herringbone tube

herringbone tubes induce additional swirl (Fig. 1(b)), resulting in
greater heat transfer enhancement than the comparative micro-fin
tube. Thus, when compared with helical micro-fin tubes (Fig.
1(a)), an additional 10% to 20% delay in transition from annular
to intermittent flow is ensured and implies the greatest heat trans-
fer enhancement of the three tubes. Visual observations, further-
more, show that the intermittent flow regime is neither uniform
nor steady.

Semi-Local Heat Transfer Coefficients. The semi-local heat
transfer coefficients followed the same trend for all three condens-
ers, with an increase in heat transfer coefficient as the vapor qual-
ity and mass flux increased. Figure 5 shows the semi-local heat
transfer coefficients for the herringbone tube condenser for con-
densing R-22, R-134a, and R-407C. From Figs. 3-5 it follows that
the semi-local heat transfer coefficients decrease as the flow re-
gimes move from annular flow at high vapor qualities of +80% to
intermittent flow at lower vapor qualities of +20%, and to nearly
total liquid phase at very low vapor qualities of +2%. Visual ob-
servations of the flow pattern (cf. Fig. 4) reveal the dominance of
intermittent flow in the low-quality regime (i.e., for x<<20%),
with the flow becoming stratified wavy at very low vapor qualities
(i.e., for x<2%). The main mechanism of heat transfer in this
latter flow regime is conduction through the liquid film at the top
of the tube. Since this liquid film is very thin, the presence of
microfins reduces its thickness considerably, which in turn consid-
erably reduces the film conduction resistance. Therefore, a large
enhancement factor is expected under low mass flux conditions.
Since wavy (stratified) flow prevails over the entire very-low-
vapor-quality range, the enhancement factor remains relatively
constant with varying vapor quality.

It can also be concluded from Fig. 5 that, in general, the heat
transfer enhancement factors of R-134a are the highest, followed
by those of R-407C and R-22, but that the differences are small.
The better condensation performance of R-134a is ascribed
mainly to its reduced vapor pressure and low vapor density (hence
greater vapor-specific volume), compared to the higher-pressure
refrigerants, R-22 and R-407C.

Average Heat Transfer Coefficients. The average heat transfer
coefficients for the smooth tube were compared to the correlations
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of Cavallini and Zecchin [14], Shah [15], Dobson and Chato [16],
and Tang [17]. The correlations of Shah [15] and Tang [17] fitted
the smooth tube data best, with Shah [15] producing an average
over prediction of 23% and a maximum over prediction of 26%
for R-22. For R-134a, the average overprediction by Shah [15]
was 25% and the maximum over prediction 29%. Tang [17] over
predicted the average heat transfer coefficient of R-407C by an
average of 21% and a maximum of 32%.

The micro-fin tube data were compared to the correlation of
Cavallini et al. [5], who used micro-fin geometries similar to those
in the present study. The average deviation for the R-22 data was
found to be a 10% over prediction, with a maximum deviation of
18% over prediction. The average deviation for the R-134a data
was a 9% under prediction (with a maximum of 17%), while for
R-407C the average deviation was a 14% over prediction (maxi-
mum deviation of 38%). The Cavallini et al. correlation accurately
predicts the R-22 and R-134a data, but was adapted so as to fit the
R-407C data more accurately [18].

Figure 6 shows the average heat transfer coefficients for all
three condenser tubes for R-22, R-134a, and R-407C. From this
figure it follows that the average heat transfer coefficients increase
with an increase in mass flux for all three tubes. The increase in
the average heat transfer coefficients for the herringbone tube,
compared to the smooth and micro-fin tube, is substantial.

When compared to a smooth tube, the herringbone tube in-
creased the average heat transfer coefficients by an average of
284% for R-22, with a maximum of 296% at 300 kg/m?s. For
R-134a, the average increase was 322% with a maximum of 336%
at 300 kg/mzs and for R-407C, the increase was found to be
280% with a maximum of 297% at 800 kg/m?s.

When compared to a micro-fin tube, the maximum increase in
heat transfer coefficient for R-22 was 198% at 800 kg/m2 s, with
an average increase of 172%. For R-134a, the average increase
was 191% with a maximum increase of 209% at 800 kg/m? s and
for R-407C, the average increase was 196% with a maximum of
215% at 800 kg/m?s. Overall, R-134a was the best performing
refrigerant in the micro-fin and herringbone tubes, while R-407C
performed best in the smooth tube.
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Fig. 6 Average heat transfer coefficients for smooth, micro-fin, and herringbone tube

Heat Transfer Enhancement Factors (EF) and Pressure
Drop Penalty (PF) Factors. The area enhancement factor is de-
fined here as the ratio of the surface area of the enhanced tube to
that of an equivalent smooth tube. The area enhancement factors
for the micro-fin and herringbone tube, compared to the smooth
tube, were found to be 1.52 and 1.80, respectively. The heat trans-
fer enhancement factor (EF) is defined here as the ratio of the heat
transfer coefficient of the enhanced tube to the heat transfer coef-
ficient of the smooth tube, with the same temperature difference
between the wall and the refrigerant. When the herringbone tube’s
performance was compared to that of the smooth tube, the maxi-
mum heat transfer enhancement factors for R-22, R-134a, and
R-407C were found to be 2.0, 2.17, and 1.89, respectively, with a
maximum of 1.96 at 800 kg/m?s, 2.27 at 300 kg/m?s, and 2.0 at
800 kg/m?s, respectively. When compared to the micro-fin tube,
the average heat transfer enhancement factors for R-22, R-134a,
and R-407C were 1.27, 1.41, and 1.45, respectively, with the
maximum values of 1.46, 1.55, and 1.59 at 800 kg/m2 s for R-22,
R-134a, and R-407C, respectively.

Olivier [12] calculated the pressure drop penalty factors (PF)
for the current data as the ratio of the pressure drop in the her-
ringbone tube to the pressure drop in the smooth tube, and the
ratio of the pressure drop in the herringbone tube to the pressure
drop in the helical micro-fin tube, with both tubes being of equal
length. The overall performance factors were calculated by deter-
mining the ratio of the heat transfer enhancement factor to the
pressure drop penalty factor (=EF/PF). The average overall per-
formance factors for the herringbone tube compared to the smooth
tube for R-22, R-134a, and R-407C were calculated as 1.10, 1.30,
and 0.75, respectively, while the maximum performance factors
were calculated as 1.30, 1.76, and 1.04, respectively. For the her-
ringbone tube compared to the micro-fin tube, the average perfor-
mance factors for R-407C were found to be 1.50, 1.74, and 1.18,
respectively, with maximum values of 2.09, 3.26, and 1.97, re-
spectively.

New Heat Transfer Correlation

The new correlation for predicting the heat transfer coefficients
in a helical micro-fin or herringbone tube during in-tube conden-
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sation was developed by adapting the correlation of Cavallini et
al. [19] for micro-fin tubes and by comparing the experimental
results of the herringbone tube to the correlation. The correlation
applies to both the annular and intermittent (slug and plug) flow
regimes, due to the similar vapor shear-controlled heat transfer
mechanisms. The correlation of Cavallini et al. [5] was adapted so
that the average heat transfer coefficients at high mass fluxes
would be equal or very close to those of the experimental data.
Based on the visual observations, the main reason for the increase
in heat transfer coefficients was the increase in turbulence. Thus,
the correlation of Cavallini et al. [19] was adapted by initially
changing the power of the equivalent-Reynolds number from 0.8
(i.e., Rel) to 0.828 (i.e., Rel).

However, the first adaptation caused the correlation to over pre-
dict the average heat transfer coefficient at low mass fluxes by as
much as 52% for R-22. Based on the variation of heat transfer
coefficient with mass flux, and the dependence of Froude number
on mass flux, the Froude number was varied. It was eventually
found that the natural logarithmic function of the Froude number
(namely In (FR)) best correlated with the experimental data of the
herringbone tube.

The correlation, however, over predicted the heat transfer coef-
ficient over the entire mass flux range and the power of the
equivalent-Reynolds number was consequently adapted from
0.828 (Reys”®) to 0.715 (Re%/™®). The same process was carried
out with the micro-fin tube data with the Reynolds number being
adapted t0 0.7 (Rel;/). The new correlation for predicting the heat
transfer coefficients in a micro-fin or herringbone tube is defined
as follows

A
a= 3'0.05 ReS,PriTF - (R)[Bo - In(Fr)] 028 (8)
i
where Reg is the equivalent Reynolds number, defined by
Reeq = 4 (1 = X) + X(pilpg) ** Y (rch 1) )

Pry is the liquid Prandtl number and is defined by Pr;=(uCp )/,

while m is the refrigerant mass flow rate. Equation (9) uses the
following Reynolds number exponents
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Table 3 Recommended ranges for new correlation
Recommended
Parameter Unit range
Regq >15,000
Pr, 3<Pr <6.5
B Degrees 7<B<30
G kg/m?s 300<G<800
s=0.715 for herringbone tubes
s=0.7 for micro-fin tubes (10)
TF is the trend factor and is given by
TF=(1-x) +x'3 (11)

while Rx accounts for the increase in heat transfer surface area
compared to a smooth tube, and is given by [5]

R = {[2en[1 - sin(y/2)]])/[ wd;cos(y/2)] + 1}
N cos B

The Bond number Bo accounts for surface drainage effects, and is
given by

(12)

_ 9piem di
8on

Bo (13)

and the Froude number Fr is given by

2
Fr= g0

gd;
In the above, ug, is the velocity of the vapor phase only and is
calculated by dividing the total mass flux by the vapor density.
The parameter Rx is intended to account for the effect of the heat
transfer area increase. The same parameter can also be used for
herringbone tubes by considering the geometrical characteristics
of the first set of grooves, as the additional set of grooves does not
improve the heat transfer area significantly [19]. The Bond num-
ber accounts for surface tension effects, while the product of the
Bond and Froude numbers directly represents the relative com-
parison between vapor shear and surface tension effects. The rec-
ommended ranges for the correlation are summarized in Table 3.

(14)

Comparison of New Correlation With Experimental Data.
For the herringbone tube correlation, 96% of all the semi-local
heat transfer coefficient data points fall in the +20% region. The
new correlation predicts the semi-local heat transfer coefficients
accurately, with an average error of 6% over prediction and a
standard deviation of 10% for R-22. For R-134a the correlation
under predicts the data with an average error of 4% and a standard
deviation of 8%. The correlation predicts R-407C data with an
average of error of 0% and a standard deviation of 6%.

For the micro-fin tube correlation, 89% of all the data points
fall in the £20% region. The average error for R-22 is a 7% over
prediction with a standard deviation of 8%. The correlation under
predicts the R-134a data with an average error of 1% and a stan-
dard deviation of 11%. For R-407C, the average error is 8% and
the standard deviation 7%.

Regarding average heat transfer coefficients for the herringbone
tube, all the data points fall in the £20% region (cf. Fig. 7). The
new correlation over predicts the R-22 data by an average error of
3% and a maximum error of 8%, while the standard deviation is
5%. For the R-134a data, the correlation under predicts the data
with an average error of 3% and a maximum error of 9%, and
with a standard deviation of 6%. The R-407C data is under pre-
dicted with an average error of 1% and a maximum error of 9%,
while the standard deviation is 6%.

The new correlation predicts all the average heat transfer coef-
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Fig. 7 Experimental average heat transfer coefficients versus
predicted average heat transfer coefficients for herringbone
tube

ficients accurately for all three refrigerants with all the data points
in a £20% region. Figure 7 shows the experimental average heat
transfer coefficients versus the predicted average heat transfer co-
efficients for the herringbone tube. Figures 8(a)-8(c), in turn,
show the experimental and predicted average heat transfer
coefficients.

For the micro-fin tube correlation, 83% of the data points fall in
the £20% region. The R-22 data are predicted accurately with an
average over-prediction error of 12% and a maximum over-
prediction error of 17%. The standard deviation is 6%. For
R-134a, the correlation under predicts the data with an average
error of 4% and a maximum error of 15%, while the standard
deviation is 12%. The correlation over predicts the R-407C data
with an average error of 16% and a maximum error of 19%, while
the standard deviation is 3%.

The new micro-fin tube correlation thus tends to over predict
the average heat transfer coefficients and is not as accurate as the
herringbone tube correlation. However, the correlation still repre-
sents a slight improvement on the Cavallini et al. correlation [5]
when comparing the micro-fin tube data, in the sense that the
general trends are predicted more accurately for all three refriger-
ants. Detailed analyses can be found in Lambrechts [18].

Conclusions

An experimental investigation was conducted into the heat
transfer characteristics of horizontal smooth, helical micro-fin,
and herringbone tubes during in-tube condensation. The study fo-
cused on the heat transfer coefficients of refrigerants R-22,
R-134a, and R-407C inside the three tubes at a nominal saturation
temperature of 40 °C with mass fluxes ranging from 300 to
800 kg/m?s, and with vapor qualities ranging from 0.85 to 0.95
at condenser inlet to 0.05 to 0.15 at condenser outlet. The herring-
bone tube results were compared to the smooth and micro-fin tube
results. The average increase in the heat transfer coefficient of the
herringbone tube when compared to the smooth tube was found to
be 322%, with maximum values reaching 336%. When compared
to the micro-fin tube, the average increase in heat transfer coeffi-
cient was found to be 196% with maximum values reaching
215%.

In general, heat transfer coefficients increased with an increase
in mass flux. The heat transfer enhancement, however, decreased
as the mass flux was increased for both micro-fin tubes and her-
ringbone tubes, producing the lowest heat transfer augmentation
at the highest mass flux. For both herringbone and micro-fin tubes,
at lower mass fluxes (ranging between 300 and 500 kg/m?s), a
substantial heat transfer augmentation was observed for the vapor
quality ranging between 10% and 30%, which corresponds to the
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Dimensionless Groups

Bo = bond number
Fr = Froude number

intermittent flow region. However, a moderate heat transfer aug- Pr — Prandtl number
mentation was observed for vapor quality ranging between 40% Re = Reynolds number
and 90%, which corresponds to the transitional and annular flow

. . . i . = dimensionl rameter
region. For the herringbone and micro-fin tubes, at higher mass 'I}'?l):( dimensionless paramete

fluxes (ranging between 600 and 800 kg/m?s), a different trend
was observed where moderate heat transfer augmentation oc-  Subscripts

= trend factor

curred over the entire range of vapor quality. ave = average
A semi-empirical heat transfer coefficient correlation for annu- Cu = copper
lar and intermittent flow was generated for refrigerant condensa- dew = dewpoint
tion inside herringbone and micro-fin tubes, based on a widely eq = equivalent
used correlation. The new correlation predicted the semi-local fa = flow area
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g = vapor
glide = temperature glide (difference between dew
point and bubble point)
go = vapor only

h = hydraulic
i = inside
in = inlet
lo = liquid only
| = liquid
0 = outside
out = outlet

sat = saturation
r = refrigerant
w = wall, water
w,0 = outer wall
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1 Introduction

Forced convective heat transfer in complex channels with nar-
row gap regions between solid walls flanked by wider subchan-
nels occurs commonly in thermal equipment, particularly in
nuclear reactor rod bundles. The fluid in gap regions is more
likely to overheat than fluid in the adjacent subchannels, espe-
cially if the gap size diminishes, due to vibrations or thermally
induced strains. Such conditions may reduce the thermal effi-
ciency and have the potential of causing accidents, if local over-
heating leads to dryout in a device designed for liquid-phase op-
eration. It is well known that axial flow near narrow gaps, and the
associated heat and mass transfer across the gap, are dominated by
strong, large-scale, quasi-periodic, flow pulsations, which have
been characterized as coherent structures [1-8]. Cross-gap mo-
tions enhance inter-subchannel mixing and heat transfer in the gap
region. This is evidenced by the fact that the local heat transfer
coefficient in the gap is insensitive to the gap size, except for
extremely narrow gaps [9,10]. The most detailed experimental
studies of coherent structures in a gap region are by Guellouz and
Tavoularis [7,8], who studied isothermal flow in a rectangular
channel containing a cylindrical rod. Using conditional sampling
and phase averaging, they concluded that the coherent structures
formed a street of pairs of counterrotating vortices with axes al-
ternating on either side of the gap. Due to the strong time depen-
dence of the large-scale structures in such channels, numerical
approaches using the Reynolds averaged Navier-Stokes equations
(RANS) and conventional turbulence models are unsuitable, and
can be only brought to some agreement with experimental results
by using empirical adjustments, as, for example, the use of experi-
mentally determined, non-isotropic eddy viscosities [11]. In a re-
cent numerical study simulating the Guellouz and Tavoularis ex-
periments, Chang and Tavoularis [12], hereafter referred to as CT,
reproduced most experimental observations by using the unsteady
Reynolds averaged Navier-Stokes equations (URANS) approach
and a Reynolds stress model. The present work is an extension of
this study, in the same geometry but with the rod heated passively
to introduce a thermal field. The main objective of the present
work is to provide a thorough understanding of the influence of
coherent structures on heat transfer characteristics in a simplified
rod-bundle-like configuration, which may lead to improved mod-
eling of such processes. It is hoped that the present results would
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be of benefit to safety analyses of nuclear reactors and to the
design of improved rod bundles and other heat exchangers.

2 Computational Conditions and Procedures

The present numerical studies utilize the commercial software
package FLUENT (version 6.1.22), based on the finite volume
method. The computational domain and the velocity computation
procedures were identical as those in the CT simulations [12].
Briefly, the domain consisted of a rectangular channel containing
a rod with a diameter D, as shown in Fig. 1. The height, width,
and length of the computational section were, respectively, 2D,
3D, and L=20D. The gap between the rod and the adjacent plane
walls was set at 6=0.10D and the equidistant plane was defined
by y=1/26. The domain was sufficiently long to permit complete
spatial decorrelation of turbulence statistics available from the ex-
periments [7]. The Reynolds number, based on the bulk velocity
U, and the hydraulic diameter D,=1.59D, was 108,000, nearly
matching the experimental value. The unsteady velocity field was
computed by solving the unsteady Reynolds-averaged continuity
and Navier-Stokes equations for incompressible flow, supple-
mented by modeled equations for the turbulent kinetic energy and
its dissipation rate and the low Reynolds number version of the
Reynolds stress model (RSM) [13]. To enhance convergence and
avoid instability of the solution, the computations were initiated
using the more stable Renormalization Group k-& model [14].
The near-wall flow was resolved by an increasingly refined mesh,
rather than modeled using wall functions. The two-layer approach
of Chen and Patel [15] was employed, in which the eddy viscosity
in the viscous region was computed using the kinetic energy ob-
tained from its transport equation and an algebraic mixing length.
For high accuracy and stability, a second-order upwind scheme
[16] was selected for deriving the face value of different variables
for space discretization. The semi-implicit pressure linked equa-
tions - consistent algorithm [17] was applied for the treatment of
pressure-velocity coupling. Time discretization was achieved by a
second-order implicit method (second-order backward Euler
scheme) [18]. Coherent structures in the flow were identified and
captured using the Q criterion, which involves second invariants
of the velocity gradient tensor. Details about the Q criterion have
been presented by CT.

The instantaneous local flow temperature T was computed by
solving the following Reynolds-averaged energy equation for in-
compressible, single-phase flow

JULY 2006, Vol. 128 / 701
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Fig. 1 Sketches of the computational geometry and mesh
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In this equation, the Reynolds-averaged turbulent heat fluxes were
modeled as [19]

_ _prdT prdT _ prdT
(Uﬁ)nc_ o ox’ (Uﬂ)nc o dy and (w 1(})nc o1 92
2)

where the turbulent Prandtl number was taken as o1=0.85. The
resolved eddy viscosity ut was computed in terms of the re-
solved, non-coherent local turbulent kinetic energy k.. and its
dissipation rate e as

kZ

pr=Cup @)

nc
where C,=0.09.

The buoyancy force was negligible, as evidenced by the fact
that the Richardson number, which represents the ratio of buoy-
ancy and inertia forces, was less than 0.0003 [20]. The physical
and thermodynamic properties of the fluid, taken to be air, were
assumed to be constant and equal to those at 300 K, which was
the temperature in the reference isothermal case.

Two heating modes were considered: one in which the rod sur-
face temperature was kept uniform and equal to 305 K (mode A)
and a second one in which the heat flux g from the rod surface
was kept uniform and equal to 100 W/m? (mode B). Mode A is
relevant to conventional heat exchangers, while mode B applies to
nuclear reactors. In both cases, the heat flux on all plane walls was
set to zero, corresponding to a thermally insulated duct.

To allow full development of the flow properties in a relatively
short domain, the periodic boundary condition was applied to the
flow. Heat was introduced at sufficiently small amounts for the
temperature to be essentially a passive scalar and not to affect in

702 / Vol. 128, JULY 2006

any measurable way the fluid properties or the velocity and pres-
sure fields. This was a requirement for using periodic boundary
conditions for the temperature [19]. In this approach, the velocity
distribution on the exit plane was reintroduced on the inlet plane
and the uniform pressure gradient was determined iteratively such
as to correspond to a mass flow rate m that matched the specified
value.

The time dependent resolved temperature T(x,y,z,t) is pre-
sented in dimensionless form as

®(qu| Z, t) M (4)

rod m(x) Tb(X)

where ?b(x) is the time average of the cross-section-averaged
(bulk) temperature Ty(x,t), defined as (A is the cross-sectional
flow area)

pUTdA

Ty(x,1) = Apu—bA 5)

and ?md,m(x) is the time average of the circumferentially averaged
rod surface temperature Tyoq m(X, 1), defined as (¢ is the azimuthal
direction with respect to the rod axis)

27
1
Trod,m(xxt) = 2_f
TJo

The periodic boundary condition for the temperature was en-
forced by matching the values of the dimensionless temperature ®
on the inlet plane with corresponding values on the exit plane at
all time instances. For mode A, this simply meant to match the
actual temperature values at corresponding locations on the inlet
and exit planes. For mode B, however, the periodic boundary
condition was applied such that the temperatures at corresponding
locations on the inlet and outlet planes were connected by the
relationship

Trod(xx d)r t)dd) (6)

T0,y,20) = T(Ly,2,1) - —-L 7)
me

where ¢, is the specific heat under constant pressure. Application
of this periodic boundary condition for mode B ensures full de-
velopment of the temperature fluctuation field while keeping the
temperature rise within bounds even as heat enters continuously

into the system. For the uniform rod temperature case Tyoqm(X)
and Tb(x) are |ndependent of x, whereas for the uniform rod heat

flux case de m(X) and Tb(x) increase linearly with x at the rate
q/(mc,). The time-averaged local temperature also increases at
the same rate. Thus, in both cases, time-averaged properties of the
dimensionless temperature difference ® would be independent
of x.

An additional requirement of the solution is the specification of

the bulk temperature Ty,(0) at the inlet, time averaged and mass
weighted over the entire cross section. In the present analysis, we
specified T,(0)=300 K, which was equal to the temperature used
in the isothermal simulations. The values of T4, and T, are
immaterial, as long as they are sufficiently close to each other for
the heating to have a negligible effect on the velocity field.

For the uniform temperature case, the time-averaged local heat
flux g from the rod surface was computed as
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. aT
=Kk— 8
q=r (8)
where « is the thermal conductivity of the fluid and r is the radial
direction. Then, the local heat transfer coefficient on the surface of
the rod was calculated as
= q
e 9)
Trod,m - Tb
The time-averaged local heat transfer coefficient is presented in
dimensionless form as the time-averaged local Nusselt number

(10)

In our previous isothermal study [12], we have presented tests of
possible dependence of the solution to mesh size and time step. It
was demonstrated that logarithmic velocity profiles near the wall
computed using meshes with 1.3 10 and 10.2x 10°% elements
were in good agreement with each other, while the logarithmic
velocity profile computed using 0.3 X 108 elements did not follow
the same overall trend. A comparison of simulations with time
steps equal to 1.9X 1072 and 1.9 X 1072 t., where t.=L/Uy is the
average flow turnover time (namely the average time that it takes
for the fluid to pass through the computational domain) showed
that both resolved the coherent structures during an initial compu-
tation period, but the appearance of these structures deteriorated in
time when the longer time step was used, whereas it did not for
the shorter time step. Additional grid independence studies for the
velocity and temperature fields in the non-isothermal cases were
not deemed to be necessary, in view of the facts that the heating
was passive and the fluid Prandlt number was of order unity.
Similar to the isothermal computations, the flow domain away
from walls was represented by an unstructured mesh with roughly
1.3 X 10% hexahedral elements (see Fig. 1); in addition, a subgrid
with roughly 0.65 X 10® hexahedral elements was used in the wall
regions. All elements had a streamwise length equal to about
0.10D. The adopted grid is the finest possible that would produce
an accurate solution of the problem in a reasonably timely man-
ner. The effect of abrupt changes in mesh size near the wall is not
expected to have a significant effect on the solution [21].

As in the isothermal studies, the time step was set equal to
1.9X107%,. The solution at each time step was considered to
converge when all normalized residuals became less than 107,
except for the temperature, for which the value 107 was used
instead. Time averaging in the present simulations was over 3.8 t,
which is equal to 2000 time steps, following full development of
the flow structure inside the channel. The full development of the
flow structure was ensured by examining the spanwise velocity
and temperature fluctuation patterns on the equidistant plane, on
which the effects of coherent structures are most apparent [12].
The time averaging extended over approximately 13 average pe-
riods of coherent structure passage, which, according to laccarino
and Durbin [22], is sufficient for phase averages to converge.
Considering that the total computing time for these simulations
was already quite long (about 1400 h), extending the simulations
over longer times was impractical, while also introducing the risk
of solution deterioration due to the accumulation of numerical
errors.

The present URANS simulations distinguish between resolved
and modeled velocity and temperature fluctuations and it is im-
portant first to justify the use of the adopted terminology and
second to understand the significance of the computed results.
Rough estimates of relevant scales for the velocity fluctuations,
determined experimentally for the present configuration [23],
were as follows:

» spacing between two consecutive pairs of coherent struc-
tures: 4 to 5D (see also CT)

Journal of Heat Transfer

e streamwise integral length scale of the streamwise veloc-
ity (away from walls and gaps): 0.19D

» streamwise Taylor microscale (away from walls): 0.05D

* Kolmogorov microscale (away from walls): 0.0017D.

A direct numerical simulation of this flow, capable of resolving
motions with scales of the order of the Kolmogorov microscale,
would require a mesh with roughly 2 x 10X elements, whereas a
large eddy simulation would typically be required to resolve 2%
of the integral length scale, which corresponds roughly to 2
% 10° elements. Neither approach would be possible to implement
with the available resources. The presently used main grid (i.e.,
not including the boundary layers) had elements with dimensions
roughly equal to 0.03D on the transverse plane and 0.10D in the
streamwise direction. Thus, this mesh was adequate in resolving
the coherent motions in the gap region, but not most of the energy
contained in conventional turbulent fluctuations and essentially
none of the dissipative turbulent activity. Concerning the physical
significance of the reported results, CT identified the velocity fluc-
tuations resolved by the present URANS method as coherent and
the ones modeled by the RSM as non-coherent, although, strictly
speaking, the resolved velocity field could contain a small amount
of non-coherent activity and the non-resolved field would contain
some small-scale coherent activity, not related to the dominant
structures of interest in the present study. This approach is based
on the assumption that the additional cross-correlation terms aris-
ing due to coherent and non-coherent fluctuations are uncorrelated
[24-26], which can be justified by the large difference in the time
scales of the coherent and non-coherent fluctuations [24,26,27].
Small-scale coherent structures in the boundary layers, which can-
not be resolved by the present scheme, would be accounted for,
together with the non-coherent turbulence, by the RSM. In sup-
port of this distinction, the computed azimuthal velocity spectrum
in the gap region contained a sharp peak (see discussion in the
following section), associated with the cross-gap flow pulsations.
The average period of the resolved coherent structures was about
0.29 t¢, which is two orders of magnitude larger than the temporal
resolution (i.e., the time step) of the present scheme. Thus, the
coherent vortices which generate cross-gap flow pulsations were
resolved well both in space and in time by the present URANS
approach.

Definitions of the coherent and non-coherent turbulent stresses
have been discussed by CT. In a similar manner, the local variance
of the temperature fluctuations is determined as the sum of coher-
ent and non-coherent components, as

92 = 95+ 02 (11)
The coherent component 92 is the variance of the resolved tem-
perature T, given by

$o=(T-T)? (12)
where T is the time-averaged, resolved local temperature. The
non-coherent temperature fluctuations cannot be determined pre-
cisely, because the present solution procedure does not solve tur-
bulence equations for the temperature field. In order to compare
approximately the magnitudes of the coherent and non-coherent
temperature contributions, we have estimated the variance of the
non-coherent temperature fluctuations using the following expres-
sion [28]

knc

— JT
Vo=~ Ty
Co1€nc d

aT aT
<(Uﬁ)nc X +( 1j)nca_y + (Wﬁ)ncg) (13)
This expression is an algebraic model of the balance equation for
the non-coherent temperature fluctuation variance, in which con-
vection and diffusion terms were ignored, an assumption that

seems appropriate for the present flow. The local, time-dependent
resolved heat fluxes (U),c, (VD) pe, (W), Were determined from
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the resolved temperature using Eq. (2), and the value of the coef-
ficient C4; was taken as 0.62.

3 Results and Discussion
The cross-sectional variations of the time-averaged dimension-

less local temperature difference © for the two heating modes
examined are shown in Fig. 2(a). It can be seen that relatively
high temperature regions were restricted around the rod and
across the gap and that the wall facing the gap was far warmer

than any of the other walls. The isocontours of © were slightly
closer to the rod for mode B than for mode A, but had comparable
shapes for both modes. The apparent inclination of some iso-
therms to the wall is an artifact of the near-wall mesh refinement;
unlike the appearance in this figure, in reality, all computed iso-
therms approached the wall perpendicularly. Figures 2(b) and 2(c)
show, respectively, isocontours of the normalized standard devia-
tions of the coherent and non-coherent temperature fluctuations.
Each pair of isocontour sets had similar shapes and comparable
corresponding values for the two modes. The coherent tempera-
ture fluctuations were mostly confined in the gap region, while the
non-coherent fluctuations, modeled by Eq. (13), were distributed
nearly uniformly around the rod with strong values near the rod.
Coherent temperature fluctuations accounted for up to 50% of the
estimated total temperature variance for both modes A and B (Fig.
2(d)), dominating the temperature field in the gap region, much
like coherent fluctuations dominated the velocity fluctuations in
the same region [12].

The spanwise variations of the time-averaged dimensionless

temperature differences ® and two representative profiles of in-
stantaneous resolved dimensionless temperature differences ©
across the bottom wall are plotted for the two heating modes in
Fig. 3. It may be seen that, although the maximum time-averaged
temperature was on the symmetry plane, the locations of instan-
taneous temperature maxima fluctuated within the approximate
range —0.5<z/D < 0.5 for both heating modes.

The streamwise variation of the time-averaged dimensionless

temperature difference ® on the bottom wall is depicted in Fig. 4,
in which two representative plots of instantaneous resolved tem-
perature differences have also been shown for comparison. It is
observed that, although the local time-averaged temperature dif-
ference on the wall was essentially independent of streamwise
distance for both heating modes, its instantaneous value fluctuated
by as much as 57% for mode A and by up to 69% for mode B.
These instantaneous temperature fluctuations are associated with
cross-gap motions caused by the passage of coherent structures.
Figure 5 shows the variation of the Nusselt number around the
rod, whereas Fig. 6 shows the corresponding variation along the
rod, on the symmetry plane, and facing the gap. Both figures show
time-averaged values and two representative instantaneous varia-
tions. Averaged in time and around the rod, the Nusselt number
was about 190 for both heating modes. Local instantaneous values
of the Nusselt number were significantly lower than the corre-
sponding averages around the rod (as much as 38% lower for
mode A and 20% lower for mode B). The minimum time-averaged
Nusselt number was located on the symmetry plane towards the
gap, while instantaneous minima spanned an angular range as
wide as possibly +60 deg around the symmetry plane. The maxi-
mum Nusselt number was not on the symmetry plane facing the
top wall, but on either side of it, at about £30 deg from this plane.
The time-averaged Nusselt number was essentially constant along
the bottom of the rod, approximately equal to 165 for both heating
modes. In contrast, the instantaneous local Nusselt number along
the same line reached values lower than the time average by as
much as about 30% for both modes.

From the above discussion, it is evident that the resolved ve-
locity fields and temperature fields are strongly time dependent.
This time dependence is intimately associated with the convection
of large-scale, quasi-periodic, vortical coherent structures, which
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(d)

30
40%

Fig. 2 Predicted isocontours of (a) the dimensionless time-
averaged temperature difference @=(T-Tp)/(Troqm—Ty); (b) the
standard devizﬂon_of the_ normalized coherent temperature
fluctuations VO2/(T,oqm—Tp); (c) the standard deviation of
the normalized non-coherent temperature fluctuations
V92! (Troqm—Tp); and (d) the percent ratio of the variances of
coherent and total temperature fluctuations 92/92X100; the

left-side plots correspond to the uniform rod temperature case
and the right-side plots to the uniform rod heat flux case

appear in pairs on either side of the gap between the rod and the
channel plane wall. To illustrate the influence of the coherent
structures on the instantaneous temperature fields, Fig. 7 shows
isocontours of the instantaneous resolved temperature difference
on the equidistant plane, together with the locations of coherent
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Fig. 3 Spanwise variations of the time-averaged (——) and
representative instantaneous (- - -, —+—+-) dimensionless tem-
perature differences on the bottom wall in (a) the uniform rod
temperature case and (b) the uniform rod heat flux case

structures, captured using the Q criterion. The characteristics of
these structures, based on phase-averaged measurements, have
been presented by Guellouz and Tavoularis [8], while their nu-
merical identification and detailed features were discussed by CT.
Briefly, these structures consist of pairs of counterrotating vortices
with axes alternating on either side of the gap and transporting
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Fig. 4 Streamwise variations of the time-averaged (——) and
representative instantaneous (- - -, —+—+-) dimensionless tem-

perature differences along the bottom wall at z/D=0 in (a) the
uniform rod temperature case and (b) the uniform rod heat flux
case
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Fig. 5 Circumferential variations of the time-averaged (——)
and representative instantaneous (- - -, —¢—<-) Nusselt num-
bers around the rod in (a) the uniform rod temperature case
and (b) the uniform rod heat flux case; the values have been
normalized by the corresponding circumferential averages

fluid far across the gap. This transport has the beneficial effect of
moderating the time-averaged temperature rise in the gap region,
which otherwise would have been significantly higher. The high-
est local instantaneous temperatures occur in the gap region be-
tween structures, occurring at streamwise locations at which there
is little cross flow across the gap.

Finally, Fig. 8 shows power spectra of the spanwise velocity
and the temperature in the center of the gap. The frequency f was
presented in dimensionless form as a Strouhal number

_D
=0
Note that CT used the hydraulic diameter Dy, rather than the rod
diameter D, in their Strouhal number definition, but the present

choice is deemed to be more appropriate for comparisons with
other rod bundle geometries. The Strouhal number at the peak

St (14)
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Fig. 6 Streamwise variations of the time-averaged (——) and
representative instantaneous (- - -, —¢—+-) Nusselt numbers
along the rod on the symmetry plane and facing the bottom
wall in (a) the uniform rod temperature case and (b) the uni-
form rod heat flux case; the values have been normalized by
the corresponding streamwise averages

frequency of the velocity spectrum was about 0.17, whereas the
Strouhal number at the peak frequency of the temperature spec-
trum for both heating modes was approximately twice as large.
This is perfectly consistent with the symmetry of the channel and
the balanced strengths of the two vortices in each pair: while the
spanwise velocity alternates once across the gap during each
cycle, cool fluid from the two subchannels flanking the gap region
is swept across the gap twice in each cycle. Figure 8(a) also shows

~ M\\O 1 ) - —p
1‘325 90 20 S
— 0= N

(b)

Fig. 7 Predicted isocontours of the dimensionless instanta-
neous temperature difference ® on the equidistant plane in (a)
the uniform rod temperature case and (b) the uniform rod heat
flux case; coherent structures identified by the Q criterion are
also shown in both plots, which represent a flow area that is
7.5D long
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Fig. 8 (a) Computed (—) and measured [7] (- - - -) smoothened
power spectra of the spanwise velocity in the center of the gap;
(b) computed smoothened spectra of the resolved temperature
in the constant rod temperature case (—) and the constant rod
heat flux case (- - - -)

a comparison of the computed and experimental (total) spectra of
the azimuthal velocity in the gap center, which demonstrates that
the URANS approach acts like a bandpass filter, separating the
coherent fluctuations from the non-coherent ones. The present ap-
proach produces comparable spectral effects to those generated by
adaptive filters and the proper orthogonal decomposition, as de-
scribed by Bonnet and Delville [26]. A note of explanation seems
useful when comparing the experimental and numerical frequency
spectra shown in Fig. 8(a). The peak in the experimental spec-
trum, although detectable, is not nearly as prominent as the peak
in the numerical spectrum. This is due to the inability of Fourier
analysis to account for phase shifts and missing cycles in the
signals. Such phenomena, which can clearly be seen in the corre-
sponding velocity signals (see Fig. 9 of Ref. [7] and Fig. 11 of
Ref. [12]), reflect lateral and streamwise jitter of the coherent
structures, occasional merging of them, and other distortions and
broaden the spectral peaks. The measured spectral peaks become
more distinct when the gap is reduced (see Fig. 10 of Ref. [7]),
which indicates not only the strengthening, but also the tighter
organization of the coherent structures at narrower gaps. Sharp
peaks in measured spectra of the azimuthal velocity component in
rod-bundle gaps have also been presented by several other re-
searchers (e.g., [3,5,29,30]). In the present simulations, the spec-
tral energy is concentrated at a peak because the fine structure and
most of the non-coherent turbulence are filtered by the algorithm;
moreover, the periodic boundary condition and the limited stream-
wise length of the domain effectively filter fluctuations with scales
much larger than the dominant structure scales and plausibly tend
to organize the dominant structures spatially to reduce spatial scat-
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ter and phase shifts. As discussed by CT, the strength of the pre-
dicted coherent fluctuations in the gap center was essentially the
same as the corresponding experimental value, computed by
phase averaging of the measured signals [8], irrespective of the
differences in the appearances of the experimental and numerical
spectra.

An important question of concern to designers of thermal
equipment using liquids as coolants is whether the local fluctua-
tions in rod and channel wall temperatures would be of suffi-
ciently long durations to permit overheating and possible phase
change, which may lead to dryout. The time scale t; for the dura-
tion of such fluctuations can be estimated as the inverse of the
peak frequency of the temperature spectrum. For the present con-
figuration, the corresponding Strouhal number was about 0.35,
which gives the “period” of temperature fluctuations as

D

tf ~3—

Uy

There is ample experimental evidence [3] that the Strouhal num-

ber of coherent structures in rod bundles is insensitive to the Rey-

nolds number. Consequently, expression (15) is expected to be

approximately applicable to a wide range of flow conditions. On

the other hand, because the temperature spectral peak is wide

band, one should consider that parts of the wall would be exposed

to local high temperatures over periods which may be several
times longer than t;.

(15)

4 Conclusion

The present simulations have clearly documented the signifi-
cance of coherent vortical structures in heat transfer in a rod-wall
gap region. These structures transport fluid across the gap, mod-
erating the time-averaged temperature rise in the gap region but
also creating substantial local variations of the instantaneous tem-
perature and heat transfer coefficient. These fluctuations are at
relatively low frequencies and may have to be taken into consid-
eration in safety analyses.
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Nomenclature
A = cross-sectional area
C, = constant in the eddy viscosity equation
Cy1 = constant in the temperature fluctuation equation

¢, = specific heat at constant pressure

Dp = rod diameter
D, = hydraulic diameter
f = frequency
h = local heat transfer coefficient
k = local turbulent Kinetic energy per unit mass
L = streamwise length of the duct
m = mass flow rate
Nu = Nusselt number, hD,/k
P = static pressure
g = local heat flux
Re = Reynolds number, pUyDy/
r = radial coordinate with respect to the rod center

St = Strouhal number, fD/U,

T = temperature

t = time

t. = average flow turnover time

t; = characteristic time of temperature fluctuations
U,V,W = velocity components

U, = bulk velocity
u,v,w = velocity fluctuations

Journal of Heat Transfer

X,Y,Zz = streamwise, transverse, and spanwise coordi-
nates, respectively

Greek Symbols
v = thermal diffusivity coefficient
6 = gap between the rod and duct walls
e = turbulent kinetic energy dissipation rate
® = dimensionless temperature difference
¥ = temperature fluctuation
« = thermal conductivity of the fluid
p = dynamic viscosity
mt = turbulence viscosity
p = density
or = turbulent Prandtl number
¢ = angular coordinate with respect to the rod
center

Subscripts
b = bulk quantity
c = coherent quantity
nc = non-coherent quantity
rod,m = circumferentially averaged quantity over the
rod surface

Other Notation
() = time-averaged value
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Steady-Periodic Green’s
Functions and Thermal-
Measurement Applications
in Rectangular Coordinates

Methods of thermal property measurements based on steady-periodic heating are indirect
techniques, in which the thermal properties are deduced from a systematic comparison
between experimental data and heat-transfer theory. In this paper heat-transfer theory is
presented for a variety of two-dimensional geometries applicable to steady-periodic
thermal-property techniques. The method of Green’s functions is used to systematically
treat rectangles, slabs (two dimensional), and semi-infinite bodies. Several boundary
conditions are treated, including convection and boundaries containing a thin, high-
conductivity film. The family of solutions presented here provides an opportunity for
verification of numerical results by the use of distinct, but similar, geometries. A second
opportunity for verification arises from alternate forms of the Green’ function, from
which alternate series expressions may be constructed for the same unique temperature
solution. Numerical examples are given to demonstrate both verification techniques for
the steady-periodic response to a heated strip. [DOI: 10.1115/1.2194040]

Kevin D. Cole

Mechanical Engineering Department,
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Keywords: heat conduction, thin film, thermal wave, pulse heating, thermal properties

1 Introduction conditions simultaneously. In the traditional matrix technique,

Steady-periodic heat conduction, of interest for thermal-
property measurements, may be treated analytically in two ways.
In the time-domain approach, the solution can be stated with the
Duhamel integral as a time convolution between the heating his-
tory and the step response [1]. A particular simplification is pos-
sible if the time history of the heating has a simple wave shape
(on-off, sawtooth, etc.). In these cases the convolution integral can
be evaluated in closed form so that the time dependence reduces
to a series involving decaying time exponentials. This approach is
used for determination of thermal properties by the thermal hot-
strip method [2-5].

The frequency-domain approach is appropriate if the heating
history is sinusoidal [6], or, if the heating is simply periodic and a
phase-locked amplifier is used to select the response at the peri-
odic frequency. This is the approach used for thermal-property
measurements by photothermal techniques [7,8]. In a unique
study, Aviles-Ramos [9] applied the frequency-domain approach
to virtual steady-periodic data which was constructed, via Fourier
series, from transient non-periodic data.

The frequency-domain approach has also been applied to the
3-omega method for determination of thermal properties [10]. In
this method a metallic strip is plated on the sample, and suitable
electronics are used to periodically energize the strip and simulta-
neously measure its temperature response. The temperature re-
sponse is systematically compared with theory to deduce the ther-
mal properties of the sample. The 3-omega method has recently
been extended to two-dimensional layered composite materials
[11,12] with a matrix technique originally described by Carlaw
and Jaeger [1] for one-dimensional materials. In this method a
matrix equation, constructed from matching conditions between
adjacent layers, is solved to satisfy all the inter-layer boundary
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steady-periodic heating is applied to one surface of the composite
and no internal heating of the material is considered. In contrast,
the Green’s function (GF) method allows for internal heating,
such as from optical absorption within partially transparent layers.
In previous work by the author, the Green’s function method was
combined with the matrix technique for one-dimensional heat
transfer in a layered material [13] and for a layered material
heated by an axisymmetric laser beam [14].

The purpose of this paper is to revisit steady-periodic heat con-
duction with the method of Green’s functions (GFs). The GF ap-
proach provides a comprehensive set of solutions and specific
strategies for improving the numerical evaluation of these solu-
tions. The geometries under discussion, two-dimensional bodies
with planar boundaries in the Cartesian coordinate system, have
practical application to thermal property measurements.

There are several recent books on Green’s functions applied to
heat conduction. Beck et al. [15] give a large number of GFs for
transient heat conduction. Both GF and temperature solutions are
organized according to a numbering system for the domain shape
and for the kind of boundary conditions present. Five kinds of
boundary conditions are discussed. Although several two-
dimensional geometries are discussed, no steady-periodic cases
are given. Duffy [16] gives a large number of GFs for several
differential equations. There is a section devoted to steady heat
conduction (Poisson equation) in two-dimensional rectangular ge-
ometries, and boundaries of kinds 1, 2, and 3 are given. However,
no two-dimensional transient solutions are treated. Sheremet [17]
discusses GFs for the Lamé and Poisson equations in rectangular
coordinates. Several GFs for steady two-dimensional heat conduc-
tion are given, however only boundaries of kinds 1 and 2 are
treated. Mandelis [18] is devoted exclusively to steady-periodic
heat conduction with the method of GF, and solutions are given
for a variety of geometries and boundary conditions of types 1, 2
or 3. Although many cases are given in Cartesian coordinates, the
emphasis is on one- and three-dimensional cases; only one GF is
given that is two-dimensional in Cartesian coordinates.

The contributions of this paper are threefold. First, a great many
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Fig. 1 Geometries under discussion include (a) rectangles,
(b) semislabs, and (c) slabs

steady-periodic solutions are presented systematically with the
method of GFs for rectangles, slabs, semislabs, and semi-infinite
regions. All solutions presented are two dimensional. Second, five
kinds of boundary conditions are treated in a unified fashion:
specified temperature; specified heat flux; specified convection; a
high-conductivity surface film; and a high-conductivity surface
film with convection. To the author’s knowledge many of the
surface-film solutions for steady-periodic conduction have not
been published before. Third, alternate forms of the GFs are given
for several geometries, which provide for efficient numerical com-
putation and allow for independent verification that the numerical
results are correct.

The paper is divided into sections on temperature, Green’s
functions, measurement applications, and numerical examples. In
the next section the temperature solution is given for a wide va-
riety of body shapes in rectangular coordinates.

2 Temperature in Rectangular Coordinates
Consider the temperature in a two-dimensional domain in rect-

angular coordinates. The temperature distribution Tl'(x,y,t) satis-
fies

1
pw =- Eﬁ(x,y,t) in domain Q (1)

JT ~ JT ~ .
ki— +h;T + (pcb);— = f;(x;,y;,t); at boundary i (2)
an; ot

Domain Q can include the rectangle, semislab and slab as shown
in Fig. 1. Additional geometries included in ) but not shown in
Fig. 1 are the semi-infinite body (0 <y < <0) and the infinite body.

Index i represents the physical boundaries, up to a maximum of
four boundaries, for body shapes considered here. The boundary
condition may be one of five kinds at each boundary depending on
the values of coefficients k;, h;, and b; (refer to Table 1): boundary
type 1 is specified temperature; boundary type 2 is specified heat
flux; boundary type 3 is specified convection; boundary type 4 is
specified heat flux and a surface film of thickness b;; and bound-
ary type 5 is specified convection and a surface film. Boundary
type O is also used to represent a boundary at infinity.

Since in this paper the applications are limited to steady-

periodic heating, we take the heating terms § and f and the result-

ing temperature 'Nl'(x,y,t) to be steady periodic at a single fre-
quency. That is, let

§(x,y,t) = Real[g(x,y, w)el*']
Ty ) = Reallfi(x;,yi, )el!] (3)
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Table 1 Boundary conditions for temperature

Number Description Boundary condition
0 Boundary at (4T bounded)
1 Specified temperature T-F
1
2 Specified heat flux KaT/on=F
- 1 1
3 Convection kaT/an+hT=F,
4 Heat flux and surface film il T_%
k;_;i"'(PCb)i%: i
5 Convection and surface film (see Eq. (2))

T(x,y,t) = Real[T(x,y, w)el*]

Now in Egs. (1) and (2) replace g, T;, and T with gei®*, fel“!, and
Telt, respectively, to find the steady-periodic heat conduction
equation

1
PR Ll Eg(x,y,w); in domain Q (4)
o

JaT
ki% +[h; + jow(pch);]T = fi(x;,y;, @); atboundary i (5)
i

In this paper complex-valued T(x,y,w) is interpreted as the
steady-periodic temperature (Kelvin) at a single frequency w. For
further discussion of this point see [18]. Later in the paper, results
will be discussed in the form of amplitude and phase of this tem-
perature.

The steady-periodic temperature will be found with the Green’s
function (GF) method. Assume for the moment that the appropri-
ate GF in frequency space, G, is known. Then the steady-periodic
temperature is given by the following integral equation (see [15])

T(XYy, )

:%ffg(x’,y’,w)G(x,x’,y,y’,w)dx’dy’

(for volume heating)
- dGlan] (type 1 only)
+a j fix|1 ds;
5 EG (type 2-5)
(at boundaries) (6)

Note that the same GF appears in each integral term but it is
evaluated at locations appropriate for each integral.

3 Green’s Function

The GF represents the response at (x,y) to a steady-periodic
point source of heat located at (x’,y’). The GF associated with
Eqgs. (4)-(6) is defined by

& + @ - j_“’G =- ig(x -x)8y-y’) indomain Q
e o a o« oy
(7)
JG . ;
ki% +[h; + jw(pch);]G=0; at boundary i (8)

Here &(-) is the Dirac delta function. It is important to note that
the GF satisfies homogeneous boundary conditions of the same
kind as the temperature equation.
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Table 2 Eigenfunctions for rectangles, slabs, and semislabs

Case Yaly)

Y11, Y12, Y13, Y14, and Y15 sin(yoy)
Y21, Y22, Y23, Y24, and Y25 cos(yy)
YKL, YK2, YK3, YK4, and YK5® W Cos(y.y)

+F(W/K)sin(yy)

’K=3,4,0r5

4  GF Number

The GF needed for a given temperature solution is determined
by the body shape and by the kind of boundary conditions present.
To distinguish among all the different GFs that are included in this
paper, we use a “number” of the form XijYkl in which X and Y
represent the coordinate axes, and the letters following each axis
name take on values 1, 2, 3, 4, or 5 to represent the kind of
boundary conditions present at the body faces normal to that axis.
Number 0 is also used to represent a boundary at infinity.

For example, number X12 represents boundary conditions of
type 1 at x=0 and type 2 at x=L, and X30 represents boundary
conditions of type 3 at x=0 on a body that extends to x=c. As
another example, number X11Y 13 describes a GF for a rectangle
with three faces having type 1 boundaries (G=0) and the face at
y=W has a type 3 boundary (convection). As a final example,
number X00Y 12 represents a slab, infinite in the x direction, with
boundary of type 1 at y=0 and a boundary of type 2 at y=W.

The number system described here is useful for classifying
Green’s functions. Extensions of this number system for classify-
ing temperature solutions, including designations for energy gen-
eration, initial conditions, and time and space distributions in the
boundary conditions, are given in the book by Beck et al. [15] and
in the Green’s Function Library, an internet site devoted to
Green’s functions [19].

5 GF for the Rectangle, Semislab, and Slab

The GF may be found as a series expansion involving eigen-
functions for bodies of finite size in at least one direction. This
applies to rectangles, semislabs and slabs in rectangular coordi-
nates in two dimensions. The GFs for these body shapes that
satisfy Egs. (7) and (8) are given below in a single-sum form

Y (Y)Y(y'
G(X,y,w|X',y’) - E n(’\il) n(y )
n=0 y('}’n)
The series for the GF contains eigenfunction Y, norm Ny, and
kernel function P which will be discussed below. The n=0 term is
needed only when zero is an eigenvalue (when Y22 is part of the
GF number).

P(x,x", o) 9)

5.1 Eigenfunctions. The y-direction eigenfunction satisfies
the following ordinary differential equation

Yo(y) + ¥2Ya(y) =0, (0<y<W) (10)

where 1y, is the associated eigenvalue. There are three different
eigenfunctions associated with the 25 possible combinations of
boundary condition YKL (K,L=1, 2, 3, 4, or 5). Eigenfunctions
Y ,(y) are composed of sines and cosines, and are listed in Table 2.
Table 3 contains the associated inverse norms and eigenconditions
(or eigenvalues for simple cases). For case Y22 the eigenvalue
may also take on the value zero.

Boundary conditions of type 4 or 5, which include a thin sur-
face film, require special care because the eigenvalues are com-
plex numbers and the eigenfunctions contain complex-valued sine
and/or cosine. Complex-valued eigenvalues have been previously
shown to occur for heat conduction in multi-layer, multi-
dimensional bodies [20].

Journal of Heat Transfer

Table 3 Inverse norm and eigenvalues or eigencondition. Note

Bi=A\W/k.

Case N(y,) ™ s OF eigencondition

Y11 2/W na/W

Y12 2/W (2n-1)7r/ (2W)

Y13, Y14, Y15° 2ol W YaW cot(y,W)=-B,

Y21 2/W (2n-1)m/(2W)

Y22 %1; Ya#0 nmw/W; n=0,1,2,...
W’ =0

Y23,Y24,Y25 2ol W 7.W tan(y,W)=B,

Y31,Y41,Y51° 2¢h1, /W YW cot(y,W)=-B,

Y32,Y42,Y52 2¢h, /W ¥.W tan(y,W)=B;

Y33,Y34,Y35

Y43,Y44,Y 45 2, /W tan(y, W) = Zomorr8)

(%W)?-B1B;

Y53,Y54,Y55°

iy = (W) + BE] [ (W) 2+ B +By]
B, = by + [(79W)? + BZ + By by

5.2 Kernel Functions. With the above choices for Y,(x) and
N(\,) the kernel function P(x,x’) must satisfy
d?p 1
— = P=-=8x-X'
dx? a ( )
Here function P has units (sm™') and parameter o?=y*+jw/a
has units, m™. The solution for P may be found using two solu-
tions of the homogeneous equation that satisfy the boundary con-

ditions and are joined appropriately at x=x’ (see, for example,
[21]). The kernel functions are given by

(11)

SE(SIe—a(ZL—‘X—X’D + S'{e—a'(ZL—X—X'))
2a0(S]S; - S1Se72h)
Si(Ste o'l 4 grgmolen’))
2a0(S]S; - S7S,e720h)
where the subscripts 1 and 2 represent the two boundaries at the

smallest and largest x values, respectively. Coefficients Sy, and S,
depend on the boundary conditions on side M and are given by

P(x,x',0) =

(12)

st = 1 if side M is type 0, type 1, or type 2
M7 ko +\y ifside M istype 3, 4, or 5

0 if side M is type 0
G = -1 if side M is type 1
M7l if side M is type 2

ko—\y ifside M is type 3, 4, or 5

The derivation of the kernel function given in Eq. (12) parallels
that for steady-state GF given elsewhere [22]; however, in the
present work o is complex. The special case w=0, steady state has
been treated previously for rectangles [23] and slabs [24].

5.3 Alternate Forms of GF. Although the GF is the unique
solution to Eq. (7), for many geometries there exist alternate
forms for the GF. These alternate forms have a very important role
in numerical evaluation of the GF and the temperatures con-
structed from them. Specifically, the alternate GF can be used for
verification that computed numerical values are correct. This us-
age of the word “verification” is somewhat similar to Roach [25]
who discusses quantifying the error in a finite-element code by
comparison with analytical solutions. In the present usage, verifi-
cation is a comparison between two computer codes for numerical
evaluation of alternate forms of the same analytical solution. Here
the primary goal is improving one’s confidence in the results,
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rather than quantifying the error.

5.3.1 Alternate GF for Rectangles. In the rectangle an alter-
nate series for the GF may be found by placing the kernel func-
tions in the y direction and the eigenfunctions in the x direction.
The alternate GF is important because at a point in the rectangle
where one series converges slowly, the other series converges rap-
idly, and vice versa. In previous work with steady temperature, we
have shown that there are locations in the domain at which the
slowly converging series requires thousands of times more terms
than the rapidly converging series [22,23]. A double-sum form of
the GF may also be found from Fourier expansions along both x
and y, however it generally converges very slowly and should not
be used when a single-sum form is available.

5.3.2 Alternate GF for Slab Bodies. An alternate GF for slab
bodies may be found with a spatial Fourier transform. Consider
slab bodies described by cases X00Y1J for which I, J=1, 2, 3, 4,
or 5. The solution will be found with a spatial Fourier transform
defined by the following transform pair

G(B) = f G(x)e iPdx (13)
S

G(x)=— f G(BePdp (14)
2w ),

Note that variable x” has been suppressed by a change of variable,
replacing (x—x’) by x, which is allowed under Eqg. (7) which
defines G. Apply the above transform to Egs. (7) and (8) to obtain

9G* 1
= -G =-=dy-y 15
P Loy (15)
T
kiEH\iG:O at boundary i (16)
i
where 2= B2+ jwla (17)
N =h; + jo(pch); (18)

Equation (15) is similar to Eq. (11) which defines the kernel func-
tion, so the solution for G is given by the kernel function from Eq.
(12) with parameter o replaced by v and x replaced by y. That is,
G(B,y,y' ,w)=P(y,y’,v). Finally, the GF may be formally stated
in x space by use of the inverse transform

1 (” I
G(x,y,wlx',y") = z—f P(y,y’, v)elfxx)dg (19)
T

Here variable x’ has been recovered by reversing the earlier
change of variable and replacing x by (x-=x’). In general, the
inverse-transform integral must be evaluated numerically, which
is possible because the integrand approaches zero as S— oo,

6 GF for Infinite and Semi-infinite Bodies

The GFs for infinite and semi-infinite bodies are found in the
same manner as the alternate GF discussed above for the slab
body. For cases X00YI0 for 1=0, 1, 2, 3, 4 or 5, the kernel func-
tion P given in Eq. (12) may be simplified by taking S;=0 and
S;=1. Then the GF for infinite and semi-infinite bodies may be
written

ej,B(X_X')

1 (" , ,
G(xy,wlx',y’) = 20 f [+ Dev)]dB
T -0

2av
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Fig. 2 Slab heated over a small area and cooled by convection

0 (infinite body)
-1 (type 1 at y =0)
h D= 20
where +1 (type 2 aty=0) (20)

(kv=N)/(kv+X\) (type 3, 4, or 5)

For some cases the B integral is known in closed form. For cases
X00Y00, X00Y 10, and X00Y20, the GF may be written [18]

1 R
Gxy,lx,y") = ﬁ[Ko(VV(X -X)2+(y-y)?)

+ DKo(rV(x + X))+ (y +y)?)] (21)

where Kg is the modified Bessel function of order zero (with com-
plex argument) and D=0, -1, or 1 for cases X00Y00, X00Y10,
and X00Y 20, respectively.

7 Measurement Applications

In this section the temperature in bodies heated over a small
region will be studied as simple models of devices used for mea-
surement of thermal properties. For example, in the 3-omega
method, a thin metal strip is plated on a solid surface and suitable
electronics are used to introduce heat in a steady-periodic fashion.
The thermal response is measured on the metal strip or at other
locations on the solid surface [10]. As another example, in photo-
thermal methods, a sample is heated by a periodically modulated
laser beam and the thermal response is measured by optical or
acoustic methods [7,8,14].

Generally thermal properties are measured indirectly, through a
type of inverse problem, in which the thermal properties are de-
duced by a systematic comparison between the experimental data
(such as temperature) and a thermal model. The thermal model is
the subject of this discussion. The inverse problem, although an
important part of the measurement process, is beyond the scope of
this paper. For a discussion of inverse methods associated with
thermal properties, see [6,26]. Next, numerical examples are given
of thermal models appropriate for measurement applications con-
structed with two-dimensional steady-periodic GFs.

7.1 Slab Heated Over a Small Region. In this example a
slab body is heated over a small region and cooled by convection
on one side. The other surface of the body is insulated. The GF
number for this case is X00Y23 and the geometry is shown in Fig.
2. The temperature is formally given by Eg. (6) with volume
heating

o
T(Xxyyw):EJfg(x/,Y’)Gxoo\(zs(qu/,y,Y’lw)dx’dy/

(22)

The heated region is of infinitesimal thickness along y and is
piecewise constant along x, described by g(x’,y")=q(x")8(y’

-W) where
Ll IX[<a
q(X)_{O; IX'| >a

This heating function could represent an electrically heated metal
film with negligible thermal mass. Substitute the above heating
function into the temperature expression, Eq. (22), to obtain
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Fig. 3 Amplitude (a) and phase (b) of the temperature on the
heated surface of a slab with B,=1 and W/a=1 for three heating
frequencies

(XY, ©) = ‘f f

a

QoGxoov2s(X,X",y,y' =W, w)dx"  (23)
a
Note that the integral on y’ has been stripped away by the Dirac
delta function. The series form of the GF, Eq. (9), will be used to
find the temperature. Substitute the appropriate eigenfunction
from Table 2, norm from Table 3, and kernel function from Eq.
(12) to obtain

Ay~ €os(yW)cos(ypy) [ el
T(x,y,w):%E = Y o' (24)
n=0 y -a

2 W2 + (B,W/a)?
where N;lz— Zyﬁ ( 22 )
W y2W? + (B,W/a)? + B,W/a

Note that the integral on X’ may be carried out in closed form.

Next, results are presented for the amplitude and phase of the
dimensionless temperature on the y=W surface of the slab. The
amplitude of the temperature A, and phase of temperature ¢, are
computed as follows

(25)

A=[T T? (26)

¢ = tan™[Imag(T)/Real(T)] (27)
where “Imag” and “Real” are the imaginary and real parts of the
(complex) temperature, respectively. The following dimensionless
variables are used for reporting results: for temperature, T*
=Tk/(qga); for geometry, W/a; for convection, Biot number B,
=ha/k; and for frequency w*=wa?/a. Figure 3 shows results for
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A, amplitude of temperature

¢, phase of temperature

Fig. 4 Amplitude (a) and phase (b) of the temperature on the
heated surface of a slab with heating frequency w*=1 and
W/a=1 for three Biot values

the surface temperature under conditions B,=1 and W/a=1 for
various values of the frequency w*. As the frequency increases the
temperature amplitude decreases and the phase becomes more
negative. Also for higher frequency a smaller region of the surface
is participating in the periodic temperature variations. Figure 4
shows results for w*=1, W/a=1 for several values of the Biot
number, B,, which controls convection cooling. At higher Biot
number the amplitude decreases (convection cools the body) but
the phase moves closer to zero. This is because with vigorous
convection there is a smaller volume of the body participating in
the heat transfer, and the phase lag will be smaller when the ther-
mal mass is smaller. Figure 5 shows results for B;=1 and w*=1
for several values of the slab thickness W/a. As the slab becomes
thinner the temperature amplitude grows, but it is more closely
confined to the heated region. This is because there is less area for
heat conduction along the x coordinate. As the slab becomes thin-
ner the phase in the heated region moves toward zero, again be-
cause a smaller thermal mass participates in the heat transfer.
The alternate GF was also used to find the temperature in this
case. The alternate GF is given by Egs. (19) and (12) with S}
=S;=1, S;=kv+\,, and S;=kv—\, as appropriate for case
X00Y23. Then the GF, evaluated at y’'=y=W, is given by

T AW - e
X,,O,(l)) = —2 W
2w ) _ o[ ¥W+ B, — (VW —Byle "]
(28)

The temperature is found by replacing the above GF into Eq. (23),
to give

Gxoov23(X,0
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Fig. 5 Amplitude (a) and phase (b) of the temperature on the
heated surface of a slab with B,=1 and w*=1 for three slab
thicknesses

W 7 gTiBx-a) _ g-ip(x+a)
T(X,y,0) = B f —_—
k J.. iB

» (1-e*"dg
[VW + B, — (W - B,)e 2]

(29)

Note that the integral over x’ has been carried out in closed form,
but the remaining integral on B must be carried out numerically. A
Romberg integration scheme was used here. In a comparison with
the series form of the temperature, Eq. (24), it was found that the
above integral form required much more computer time for con-
vergence than for the series form. Because of this, the integral
form, Eq. (29), was primarily used for checking that the two forms
produced plots in reasonable agreement. Agreement to three deci-
mal places was used for this purpose. Higher-accuracy agreement
could have been sought by tightening the convergence criteria,
however this calculation was not attempted.

7.2 Thin Film on a Thick Substrate. Consider a thick sub-
strate with properties k, pc which is coated with a thin surface film
with high conductivity (k;>k) and with volume thermal capacity
(pc)1. The surface film is in perfect thermal contact with the sub-
strate. There is a strip heater and convection cooling similar to the
previous example. Refer to Fig. 6. The GF needed for this case
has number X00Y50.

The temperatures in the substrate may be formally stated with
the GF solution equation given in Eq. (6)
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Fig. 6 Thin film on a thick substrate, heated over a small area
and cooled by convection

%

o
T(x,y,0) = Ef q(x")Gxoovso(X, Y, @[x',y" =0)dx"  (30)

where q(x’) is the heat distribution introduced at y=0. The GF for
this case, given in Eq. (20), contains a S integral that in general
must be carried out with numerical quadrature. One approach to
evaluating the above temperature would be to find G numerically
and then evaluate the integral on x” numerically. A better approach
is to examine the temperature in B space where the x’ integral can
be evaluated in closed form. Specifically, perform a spatial Fourier
transform on Eq. (30) according to Eq. (13), and apply the con-
volution rule

_ a  — )
T(BY, ) = KQ(B)Gxoovso(ﬁvyyy =0,0) (31)
In this approach the x” integral is removed by the Fourier trans-
form. The B-space GF, G, has been discussed earlier. Function @
must be found from the spatial distribution of heating and the
Fourier transform. For the strip heater with piecewise-constant
heating over (—a<x<a), function g is given by

_ a ) eJBa - e_jﬁa

qB)=qo| ePdx=gp——— (32)

‘a 1B

Function q can also be found in closed form for a variety of other
heating distributions (Gaussian, point source, etc.). Then, the tem-
perature in real space is given by Eq. (31) combined with the
transform-inversion integral

1 (7 .
Ty,w) = — f T(B,y, w)edp (33)

7.2.1 Average Temperature on the Heater. Rather than show
the spatial distribution of temperature, which has many of the
same trends as the previous example, numerical results are pre-
sented below for the average temperature on the heater.

The average temperature on the heater is of great importance
for thermal-property measurements for which a metal film is used
simultaneously as a heater and as a temperature sensor. To find the
spatial average, evaluate the above temperature expression on the
body surface (y=0), integrate over the heated region, and divide
by the length of the heated region

[ 1 (*
Tav(w):ZJ T(,B,y:O,w)lz—af elﬁxdx:|d,6' (34)

Note that the spatial integral, shown in brackets in the above
expression, may be evaluated in closed form. Now use T from Eq.
(31), g from Eg. (32), and G from Eg. (20) to find

1 (e#-e?  adp

4w k ). (jBa)*  (va+\ak)

Although numerical quadrature for the transform-inversion inte-
gral cannot be avoided, with this approach quadrature is only

Ta(w) =

(35)
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Fig. 7 Amplitude (a) and phase (b) of the spatial average tem-
perature on the heater for a thick substrate with no surface film
as a function of frequency for three convection values

needed once.

Next numerical results will be discussed, beginning with the
semi-infinite substrate with no surface film (b;=0). Figure 7
shows the dimensionless spatial-average temperature (amplitude
and phase) on the heater over a wide range of frequency values for
values of the surface convection. The highest amplitude occurs for
Biot = 0 representing no convection cooling (insulated surface).
As the convection value increases the amplitude falls and the
phase moves closer to zero. These trends agree with those dis-
cussed in the previous example.

Figure 8 shows the effect of adding a high-conductivity surface
film, with (pc),/(pc)=1.0, to the substrate. All results shown in
Fig. 8 are at Biot=1.0 and the heating conditions are the same as
those shown in Fig. 7. Figure 8 shows that the surface film has an
increasing effect as the film thickness increases and as the fre-
quency increases. A comment is needed on the frequency behavior
of the results with the surface film. There is a maximum frequency
beyond which the thin-film assumption breaks down, determined
approximately when wa/a% 1 when the thermal penetration into
the substrate becomes small enough to approach the thickness of
the surface film. This effect may explain the shape of the phase
curves in Fig. 8 at higher frequencies. The effect is more pro-
nounced as b; becomes larger.

Results for several other Biot values were also explored, how-
ever, as the trends are identical to those shown in Fig. 8, results
for Biot+ 1 are not shown to save space.

7.2.2 Computer Issues. About 2 min of computer time was
required to compute the 300 temperature values plotted for each
curve shown in Figs. 7 and 8. Computations were carried out on a
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Fig. 8 Amplitude (a) and phase (b) of the spatial average tem-
perature on the heater as a function of frequency at B,=1 for
various thicknesses of films on a large substrate. For the films,
(pc)1/(pc)=1.

Sun Blade 2000 with dual 900 MHz processors running the So-
laris operating system. The calculations were coded in Fortran 77
with variables of type double-precision complex.

Numerical integration for the inverse transform from 3 space to
x space was carried out efficiently with the recognition that the
integrand contains an infinite number of zero crossings along the
B axis at regular intervals of 27, and that the amplitude decays
monotonically as B— +. Then, the integration over domain
(-0 < B< ) was carried out by a series of integrations over
subdomains of size 27 beginning at 8=0. Within each subdo-
main, a Romberg integration scheme converged rapidly. By exam-
ining the relative contribution of successive subdomains, the infi-
nite domain was truncated while retaining control over the
numerical precision of the result. The numerical-integration rou-
tine for the inverse transform was checked by computing case
X00Y 20 based on Eq. (20), and then comparing with the closed-
form expression given in Eq. (21). Six-digit agreement was ob-
tained.

8 Conclusions

Verification of numerical results is an important part of any
numerical calculation. The Green’s function method presented
here provides two distinct opportunities for verification. First, a
variety of Green’s functions are presented for closely related ge-
ometries, which allow for the construction of useful limiting
cases. For example, case X00Y 30 was used to check case X00Y 32.
Second, the alternate Green’s functions, given here for rectangles
and slabs, may be used to construct alternate expressions for the
same temperature. These alternate temperature expressions, al-
though they represent the same unique solution, have different
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computational behaviors. They may be checked, one against the
other, to ensure that numerical values may be found not only with
high precision, but with high confidence that the results are cor-
rect.

In this paper a variety of Green’s function solutions are given
for steady-periodic heat conduction in two-dimensional bodies in
rectangular coordinates. Five types of boundary conditions are
treated. Numerical results are presented for two geometries in-
volving bodies heated over a small region related to thermal-
property measurements. Because the method is computationally
efficient, results were reported over 6 decades of frequency under
several different conditions.

Nomenclature

a = half-width of heated region (m)
= temperature amplitude, Eq. (26)
= Biot number, ha/k
= Biot number, h;W/k, see Table 3.
film thickness on boundary i (m)
specific heat (J kg™t K1)
Coefficient in Eq. (20)
known effect at boundary i
steady-periodic Green’s function (s m™2)
internal heating at frequency o (W m=)
heat transfer coefficient, (W m—2 K1)
imaginary number, y-1
modified Bessel function, order zero
thermal conductivity (W m™ K™)
length of domain in x direction (m)
outward-facing unit normal vector on boundary
i
= norm, Eq. (9) (m)
= kernel function, Eq. (12) (s m%)
= steady-periodic heat flux (W m™2)
= coefficient for kernel function in Eq. (12)
dx; or dy; depending on boundary i (m)
= steady-periodic temperature (K)
= B-space temperature (K m)
Tk/(goa)
= time (s)
= width of domain in y direction (m)
eigenfunction, Eg. (10)
= complex conjugate of eigenfunction

oo Py
I

T @O +0 o
Il

M XoOo .
[

o w;m
=, 14492 0 v& >
I I | I

< =<
Il

= =]

Greek

= thermal diffusivity (m2s™)
wave number, Eq. (14) (m™)
= eigenvalue, Table 3 (m™)

= Dirac delta function
boundary parameter, Eq. (18)
(B +jwla)? (m™)

density (kg m™3)

= (+jwla)? (m™)

QD PR ™R
|
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¢ = phase, Eq. (27)

o = frequency (rad s™1)

Q) = domain
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In this paper, natural convection inside a two-dimensional cavity
with a wavy right vertical wall has been carried out. The bottom
wall is heated by a spatially varying temperature and other three
walls are kept at constant lower temperature. The integral forms
of the governing equations are solved numerically using finite-
volume method in the non-orthogonal body-fitted coordinate sys-
tem. The semi-implicit method for pressure linked equation algo-
rithm with higher-order upwinding scheme are used. The
streamlines and isothermal lines are presented for three different
undulations (1, 2 and 3) with different Rayleigh humber and a
fluid having Prandtl number 0.71. Results are presented in the
form of local and average Nusselt number distribution for a se-
lected range of Rayleigh number (10°-108).
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1 Introduction

In case of natural convection heat transfer, wavy enclosure is
one of the several methods employed to enhance heat and mass
transfer efficiency. Heat transfer inside a cavity is relevant to large
scale natural phenomena in the fields of astrophysics, geophysics,
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atmospheric sciences, and a wide range of engineering applica-
tions such as cooling of electronic equipment, solidification pro-
cesses, growing crystals, and solar collectors. Due to surface
waviness, there is a change in the flow field. This is observed in a
complex corrugated-duct geometry and is absent in conventional
ducts such as rectangular, circular, or annular ducts. The param-
eters affecting their design are amplitudes, wavelength, phase
angle, number of waves, etc. The hydrodynamics and thermal be-
haviors of fluid inside the cavity are affected by these parameters.
The effect of these configurations in the flow phenomena is the
motivation for carrying out numerical study of this topic.

Yao [1] has studied theoretically the natural convection along a
vertical wavy surface. He found that the local heat transfer rate is
smaller than that of the flat plate case and decreases with increase
of the wave amplitude. The average Nusselt number also shows
the same trend. Adjlout et al. [2] studied the effect of wavy hot
wall in an enclosure where other three walls were straight. One of
their findings was the decrease of heat transfer with the surface
waviness when compared with flat wall cavity. Mahmud et al. [3]
studied flow and heat transfer characteristics inside an isothermal
vertical wavy-walled enclosure bounded by two adiabatic straight
walls at different Grashof number and orientations for some se-
lected waviness of the surface. Das and Mahmud [4] investigated
buoyancy induced flow and heat transfer inside a wavy enclosure.
They reported that the amplitude-wavelength ratio affected local
heat transfer rate, but it had no significant influence on average

| }
—————————— y=v=7=0
0.75
i Wavy wall
05
| g
H -
025
- u =v =0 & T(x) = Sinusoidal Eq. (2)
i Hot wall
O [ L L | | l L L L L I L L L /l L L L
0 0.25 0.5 0.75 1

L

Fig. 1 Flow configuration and boundary condition for three
undulations case
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Fig. 2 Streamline contour plot for A=0.05

heat transfer rate. Dalal and Das [5] have considered a case of
heating from the top surface with a sinusoidally varying tempera-
ture and cooling from the other three surfaces. The right vertical
surface was undulated having one and three numbers. The effect
of the number and the amplitude of undulation was studied. In
another study, Dalal and Das [6] have made a detailed study by
considering the same geometry as of [5]. The study was conducted
at different inclination of the enclosure from 0 to 360 deg in steps
of 30 deg. They concluded that the maximum and minimum av-

718 / Vol. 128, JULY 2006

erage Nu occurs at certain orientation angles. Rathish Kumar et al.
[7] have reported the effect of sinusoidal surface imperfections on
the free convection in a porous enclosure heated from the side.
The observations reveal that the heat transfer decreases as the
amplitude of the wave increases. Also, the total heat transfer rate
is less when compared with the heat transfer in an enclosure with
plane walls. Rathish Kumar and Gupta [8] have analyzed the com-
bined influence of mass and thermal stratification on non-Darcian
double-diffusive natural convection from a wavy vertical wall to a
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porous media. Extensive numerical simulations are carried out to
analyze the influence of various parameters. It is observed that the
presence of surface waviness brings in a wavy pattern in the local
heat fluxes.

In the present investigation, a numerical analysis of natural con-
vection in a two-dimensional cavity heated from below and uni-
formly cooled from the top and both sides is conducted. The cav-
ity is having three flat walls and the right vertical wall consisting
of one, two, and three undulations. The amplitude of undulations
is varied from 0.00 to 0.10. The two vertical and top walls are
cooled with a fixed temperature, whereas the bottom wall is
heated with a sinusoidal temperature distribution in space coordi-
nate. Air has been taken as the working fluid with Pr=0.71. The
flow structure type and heat transfer rate are analyzed and dis-
cussed for a wide range of Rayleigh number (10° to 10%) in this
study.

2 Problem Specification

Figure 1 shows the geometry of the two-dimensional square
cavity with wavy right vertical wall filled with viscous fluid. The
bottom wall temperature is considered to be spatially varying with
sinusoidal temperature distribution, T;(x*). The other three walls
are considered to be of constant temperature, T;. The temperature
distribution on the bottom wall is as follows

Ty(X) =T+ ) [1 cos( 1 )] (2)

where Tz is the minimum value of the imposed temperature dis-
tribution, AT is the temperature difference between the maximum
and the minimum temperatures of the bottom wall, and L is the
length of the enclosure. The above equation can be written in the
dimensionless form as follows

1
Th(X) = 5[1 - cos(2mx)] (2)
The right vertical wall is taken as sinusoidally varying. The ex-
pression of the wavy wall is given by

f(y) =1 -\ +\ X cos(2mny) 3)

where n is the number of undulations [2]. Three different cases
with one, two and three undulations are studied. The wave ampli-
tude (\) for three cases is varied from 0.00 to 0.10. The fluid

Journal of Heat Transfer

considered in this study is air (Pr=0.71). The Rayleigh number is
varied from 10° to 106,

3 Governing Equations and Boundary Conditions

Natural convection is governed by the differential equations
expressing the conservation of mass, momentum, and energy. The
present flow is considered steady, laminar, incompressible and two
dimensional. The viscous dissipation term in the energy equation
is neglected. The variation of fluid properties with temperature has
been neglected, with the only exception of the buoyancy term, for
which the Boussinesq approximation has been adopted. The gov-
erning equations and the boundary conditions are cast in dimen-
sionless form using the following dimensionless variables

X y u'L v'L p'L? T-T,
X=— y== u=— p=— p= = _
L y L a v P pa/2 AT
4)
The resulting equations are
Continuity equation:
Ju d
o= ®)
X ay
u-momentum equation:
au?)  a(u d #u  Fu
A )P
X ay X e gy

v-momentum equation:

ﬁ(uv)+va):_@+

(&zv v
Pr
X ay ay

—+—|+RaPrT 7
P 0y2> @
Energy equation:

ouT) 9T FT FT
n AT _#T 2T ©
X ay I gy
In addition, the velocity and temperature boundary conditions take
the following form
u=v=T=0
u=v=T=0

forx=0,land0<y=<1
fory=land0=x<1

1
u=v=0and TZE[l—COS(ZWX)] fory=0and0sx<1

(9)

4  Transformation of the Governing Equations

The governing equations transformed from the Cartesian sys-
tem (x,y) to the boundary-fitted coordinate system (&, 7) [9,10]
are given by

Continuity equation:

Ug+V,=0 (10)
Generalized momentum and energy equations
r
U+ (Vo) ,,=S(ém) + {3(011(155 - Q2¢n)}
é
r
+ {3(‘ Opcpe + Q3¢7;)} (11)
n

where I'=Pr for the momentum equation and I'=1 for the energy
equation. The source term S(&, ) is given by
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Fig. 4 Isotherm contour plot for A=0.05

S(E7m) ==Y, Pt YeP, for p=u U=y u-xp V=xo0-yu (13)

S(&,m) =X,Pg = Xep,+ IJRAPrT for p=v (12)

S(&7) =0 for =T The boundary condition given in Eq. (9) are Dirichlet type. The
The relationships between the Cartesian and contravariant veloc-  Poundary condition for computational plane can be written as fol-
ity components are lows
720 / Vol. 128, JULY 2006 Transactions of the ASME
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ALY )

(14)
The heat transfer rate by convection in an enclosure is obtained (15)
f . -1
rom the Nusselt number calculation. The local Nusselt numbers Bottomwall  Nu; = —=(qsT, ~ G, T,)
in different walls are expressed as J\ )
Table 1 Comparison of Nuya on wavy wall for A=0.05

Ra=10° Ra=10* Ra=10° Ra=10°
No undulation -1.232699 -0.878886 -1.712428 -3.010422
1 Undulat!on -1.313549(6.56%) -1.381887(57.23%) -1.792783(4.69%) -3.051431(1.36%)
2 Undulations -2.196742(78.21%) -1.730059(96.85%) -2.370553(38.43%) -3.924854(30.38%)
3 Undulations —2.965302(140.55%) —2.445720(178.27%) —2.266665(32.37%) -3.761287(24.94%)
Journal of Heat Transfer JULY 2006, Vol. 128 / 721
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Table 2 Comparison of Nug,, on wavy wall for Ra=10°

Table 3 Comparison of Nu,, on wavy wall for Ra=10°

A 1 undulation 2 undulations 3 undulations A 1 undulation 2 undulations 3 undulations
0.00 -1.712428 -1.712428 -1.712428 0.00 -1.051330 -1.051330 -1.051330

002  -1.748054(2.08%)  -2.027770(18.41%) -1.944703(13.56%) 0.02 -1.032238(-1.82%) -1.069038(1.68%) -1.028577(-2.16%)
004  -1767352(3.21%)  -2.276543(32.94%) -2.156845(25.95%) 0.04 -0.991104(-5.73%) -1.028949(-2.13%) -0.896421(-14.74%)
0.06 -1.781482(4.03%)  -2.389627(39.55%) -2.353556(37.44%) 0.06 -0.982906(-6.51%) -0.964809(-8.23%) —0.772838(-26.49%)
0.08 -1.787428(4.38%)  -2.357953(37.70%) —2.715110(58.55%) 0.08 -0.923823(-12.13%) -0.883091(-16.00%) -0.694831(-33.91%)
0.10  -1.967826(14.91%) -2.255406(31.71%) —2.961491(72.94%) 0.10 -0.927771(-11.75%) -0.851067(-19.05%) -0.654445(-37.75%)

-1
Leftwall Nu = —=(q;T;- q,T,)
AVl

The average Nusselt number is calculated by the following ex-
pression
Nug, = 1 L Nu, dI
av L . |

5 Numerical Procedure

Equations (10) and (11) are discretized using staggered, non-
uniform control volumes and these equations are solved numeri-
cally by finite volume method. The semi-implicit method for pres-
sure linked equation [11] is used to couple momentum and
continuity equations. In order to minimize the numerical diffusion
errors, the deferred quadratic upstream interpolation for convec-
tive kinetics (QUICK) scheme of Hayase et al. [12] is employed
in approximating the convective terms for both the momentum
equations and energy equation. The central difference scheme is
employed near the boundary points for the convective terms. The
tri-diagonal matrix algorithm [11] is applied for the line-by-line
solution of the momentum, energy, and pressure correction equa-
tions. The pseudo-transient approach is followed for the numerical
solution as it is useful for a situation in which governing equations
give rise to stability problems, e.g., buoyant flows [13]. Under-
relaxation factor for pressure with values of 0.01 is used and the
pseudo time step is taken as 1072 for Ra=10°-10%; 1072 for Ra
=103, 10% 107 for Ra=10%; 1075 for Ra=10°.

The iterative procedure is initiated by the solution of energy
equation followed by momentum equations and is continued until
convergence is achieved. Euclidean norm of the residual is taken
as convergence criteria for each dependent variable in the entire
flow field [14]. The expression for this is

Hrpﬂng ')’p”rpHO (17)

where [r||° - initial Euclidean norm of residuals, [r | - Euclidean
norm after n iterations, v, is the residual reduction factor. The
expression for mass residual R, is given by

Riass = 2 |(ue_ uW)Ay+ (un - US)AX|

all cells

(16)

(18)

The mass residual for global convergence was taken as 1075,

6 Code Validation

The present code is validated with the numerical results of de
Vahl Davis [15], Markatos and Perikleous [16] and Hadjiso-

phocleous et al. [17] for the buoyancy driven laminar heat transfer
in a square cavity with differentially heated sidewalls. The left
wall is maintained hot while the right wall is cooled. The top and
bottom walls are insulated. In the present work, numerical predic-
tions using the developed algorithm have been obtained for Ray-
leigh numbers between 10° and 10° on elliptic mesh with 61
X 61 grid points. Comparison of the average Nusselt number on
hot wall and comparison of maximum and minimum Nusselt
number on hot wall have been done. The results are in very good
agreement with the benchmark solution.

7 Grid Independence Study of the Problem Concerned

The grid independence test is performed using successively
sized grids, 21X 21, 4141, 61X 61, 8181, 101x101, 121
% 121, and 131x 131 for Ra=10%, 105, and A=0.05 for one, two,
and three undulations cases. It is observed that there is less change
in the average Nusselt number on the wavy wall from 121 X121
to 131X 131 than 101101 and 121 X 121. So a grid number of
121121 is chosen for further computation.

8 Results and Discussion

A parametric study has been carried out to determine the influ-
ence of Rayleigh number on the flow field and effect of number of
undulation on heat transfer. The results are for Rayleigh number
of 10° to 108, Prandtl number of 0.71, and undulation amplitude
of 0.00 to 0.10. The discussion of the following results concerns
the streamlines, isotherms, local Nusselt number, and average
Nusselt number distributions on the walls.

8.1 Flow and Thermal Field. Figure 2 shows the streamlines
obtained for Rayleigh numbers 10° and 10° with amplitude \
=0.05. There is not much variation in flow patterns for Ra=10°
-10® because conduction is the mode of heat transfer. A pair of
counterrotating cells is formed in left and right halves of the en-
closure. The fluid getting heated from the bottom wall moves up
near the vertical midplane of the enclosure. Then the fluid im-
pinges near the middle of top wall and it moves horizontally to-
ward corners losing heat to the top wall. Finally, it descends along
the cold sidewalls. The right cell is squeezed and small compared
to left cell due to the presence of undulation; it has much less
effect on the size of the left cell. The intensity of the recirculation
pattern increases with increase of Rayleigh number because con-
vection becomes the dominant mode of heat transfer. The maxi-
mum and minimum stream function distribution for A=0.05 is
shown in Fig. 3. It is noticed that up to Ra=10°, the stream func-
tion value is almost zero indicating that the convection effect is
much less. As Ra is increased, ¢max and ¢min plot shows that the

Table 4 Comparison of Nu,, on wavy wall for A=0.05

Ra=10° Ra=10* Ra=10° Ra=10°
No undulation -0.584669 -0.673252 -1.051330 -1.776514
1 Undulation -0.669581(14.52%) -0.815491(21.13%) -0.989409(~5.90%) -1.594566(~10.24%)
2 Undulations -0.661525(13.14%) -0.736676(9.42%) -0.999318(-4.95%) -1.510676(-14.96%)
3 Undulations -0.589651(0.85%) -0.676268(0.45%) -0.832816(-20.78%) -1.132782(-36.24%)
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Fig. 6 Local Nusselt number distribution on the wavy wall for
different amplitudes

convection strength is increased. However, the presence of undu-
lation does not have any significant effect on the stream function
values.

Journal of Heat Transfer

Figure 4 shows the isotherms for Rayleigh numbers 10° and
108. For lower Rayleigh number (10% and 10%) the isothermal lines
are uniformly distributed inside the cavity, as conduction is the
main heat transfer mechanism in this case. The isothermal lines
swirl at Ra=10° and Ra=10° due to the influence of increased
convection current. The growth of thermal boundary layer on the
bottom heated surface is to be noticed. Also there is an increased
penetration of the hot fluid towards the upper cold surface of the
enclosure.

8.2 Heat Transfer Distribution. The effect of different pa-
rameters (i.e., Rayleigh number, undulation and wave amplitude)
on heat transfer is described from Nusselt number distribution.

8.2.1 Local Heat Transfer. Figure 5 shows the variation of
local Nusselt number along wavy wall for different Rayleigh num-
ber and A=0.05. In the parentheses of Tables 1-4, percentage
increase in Nusselt number (Nuy,. or Nug,) with respect to sec-
ond row (no undulation or A=0.00) is shown for comparison. For
low Ra, the maximum Nu, is located near the bottom heated sur-
face. As Ra is increased, the location gradually rises up because of
the increasing convection strength. An inspection of Table 1 re-
veals that Nuj,,y decreases as Ra is increased from 10° to 10* for
no undulation case. The same is repeated for two-undulations
case. The reduction in Nup,, continues up to Ra=10° for three
undulations case. This nature is due to the combination of undu-
lations and convection strength. The variation of local Nusselt
number along the wavy wall for different wave amplitude and
Ra=10° is shown in Fig. 6. From no-undulation case to A=0.08
for one-undulation case, it is observed that there is not much
variation in the Nup,y value. However, for A=0.1 case, there is an
appreciable change equal to 15% (Table 2). For two-undulations
case, however, the Nup, has an appreciable change for no-
undulation case for the range of \ considered (Table 2). For three-
undulations case, it increases even further (73%, Table 2).

8.2.2 Overall Heat Transfer. Figure 7 shows the average Nus-
selt number distribution on wavy wall for different wave ampli-
tude and Rayleigh number. It is observed that in the conduction
region (i.e., Ra<10%), Nu,, increases with increase in \ (Figs.
7(a)-7(c), Table 3). However, as the convection mode of heat
transfer becomes dominant with increase in Ra, there is a decre-
ment of Nu,, compared to that of no-undulation case. Figure 7(d)
shows that for Ra=108, no-undulation case has maximum Nu,,
and it decreases with number of undulation. From Table 4, it is
seen that Nug,, is less by 36% for a three-undulation case com-
pared to no-undulation case.

9 Concluding Remarks

Buoyancy-induced flow and heat transfer inside a cavity with
sinusoidal temperature boundary condition on the bottom wall and
constant cold temperature boundary condition on other three walls
are investigated numerically. For small Ra, the heat transfer is
dominated by conduction across the fluid layers. With increase in
Ra, the process begins to be dominated by convection. The pres-
ence of undulation in the right wall affects both local heat transfer
rate and flow field as well as thermal field. The heat rejection from
the fluid to wavy wall increases up to Ra=10* for one-undulated
cavity compared to square cavity without undulation and then it
decreases. But the reverse scenario is observed for the left wall.
With the increase of amplitude, the average Nusselt number on the
wavy wall is reduced. Up to Ra=10%, the heat transfer increases
by undulating the wall. However, it decreases as the number of
undulations is increasing. As the Ra is increased, undulations on
the wall reduce the heat transfer.
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the computation facilities extended by the CFD Laboratory of the
Mechanical Engineering Department of 11T Kanpur.

Nomenclature

S Ia
Il

Nu =

p =

Pr =
01,902,093 =
Ra =

S =

T =

AT =
U,V =

u,v
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gravitational acceleration

height of the enclosure

Jacobian

length of the enclosure

number of undulation

Nusselt number

dimensionless pressure

Prandtl number (=v/ «)

geometric relations between coordinate systems
Rayleigh number (=gBATLS/ av)

source term

dimensionless temperature

differential temperature, dimensionless
dimensionless contravariant velocity compo-
nents in & and # direction

JULY 2006

X,y =
Greek Symbols

a =

£,

ASIRSNR P}

Subscripts

8 -—5of®

m
Xy, &n =

Superscript

dimensionless velocity components in x and y
direction
dimensionless Cartesian coordinates

thermal diffusivity

dimensionless curvilinear coordinates
wave amplitude

momentum diffusivity

general variable representing u,v and T
stream function

average
cold wall

hot wall

local

maximum

derivative relative to x,y, &, n, respectively

dimensional form
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The nucleate boiling heat transfer characteristics of a round wa-
ter jet impingement in a flat stagnation zone on the superhydro-
philic surface were experimentally investigated. The superhydro-
philic heat transfer surface was formed by a TiO, coating
process. The experimental results were compared with those on
the common metal surface. In particular, the quantificational ef-
fects of the flow conditions, heating conditions, and the coating
methods on the critical heat flux (CHF) were systemically inves-
tigated. The experimental data showed that the nucleate boiling
heat transfer characteristics on the superhydrophilic surface are
significantly different from those on the common metal surface.
The CHF of boiling on the superhydrophilic surface is greatly
increased by decreasing of the solid-liquid contact angle.
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Introduction

Titanium dioxide (TiO,), one of the photocatalysts, has recently
come into the spotlight because of its very attractive nature. One
of its marvelous natures is the superhydrophilicity [1-3]. When
the surface coated with TiO, is irradiated by ultraviolet light, the
contact angle for water decreases with time and finally reaches
almost zero. This nature has various practical applications. By
making use of the superhydrophilic heat transfer surface, we ex-
pect that heat transfer characteristics of liquid-vapor phase change
phenomena like boiling can be enhanced.

The mechanism of superhydrophilicity is divided into three pro-
cesses [1]. In the first process, when the surface of TiO, is irradi-
ated by ultraviolet light, a pair of electron and hole is created by
excitation

hv — e +ht

In case of usual photocatalytic reaction, this electron-hole pair
reacts with oxygen or water that are adhering to the surface and
then produce superoxide radical anions (-O3) and hydroxyl radical
(OH). However, in case of photoinduced superhydrophilicity,
TiO, crystal surface itself is reduced and oxygen vacancy is cre-
ated

e +Ti% — Ti**

4h*+20* -0,
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Ti%* is immediately oxidized by oxygen in the air and, on the
other hand, oxygen vacancy bonds water molecule in the air. Fi-
nally, hydroxyl group (OH) is created on the surface and this acts
as a chemisorbed water layer.

The water jet cooling has been widely used in the iron or steel
industry, nuclear power processes, the making of many microelec-
tronic devices, and thermal management processes. In this study,
the steady boiling experiments for water jet impingement in the
flat stagnation zone were performed to reveal the effect of the
wettability of the heat transfer surface on the boiling and the CHF.

For the boiling heat transfer of water jet impingement in the
stagnation zone (the diameter of the heat transfer surface is the
same or smaller than that of the jet nozzle), many steady boiling
experiments using the common metal surfaces were carried out
and the CHF data were included in these experimental results
[4-13]. However, no reports concerning the effect of the solid-
liquid contact angle between the heat transfer surface and liquid
on the jet boiling were proposed.

Recently, Liu and Zhu [11] performed a theoretical study to
predict the CHF of the saturated liquids jet impingement in the flat
stagnation zone of the common metal surface and proposed a
semi-theoretical and semi-empirical correlation as below

1/3 1/3 1.4/3
Yoo :0.132(“ &) (@) (P_) @
Ghyg P Gd pi

For water at atmospheric pressure, since all physical properties
of water are constants, Eq. (1) can be simplified as

1/3
oo =3.6 X 105(3) @)

where the units of g, v, d are W/m?2, m/s, and m, respectively.

For the CHF of the subcooled water jet impingement in the flat
stagnation zone of the common metal surface, Liu and co-workers
have proposed an empirical correlation as follows [12]

e _ g4 1515%A T @3)
qc,O fg

Taking the previous studies into consideration, the present study
objective was focused on the CHF of the saturated and sub-cooled
water jet boiling in the stagnation zone on the superhydrophilic
surface. The nucleate boiling heat transfer characteristics of a
round water jet impingement in a flat stagnation zone on the su-
perhydrophilic surface were experimentally investigated (see
Table 1). Three influencing parameters, subcooling, impact veloc-
ity, and jet nozzle diameter, were changed and their effects on the
CHF were systematically studied. The empirical correlations were
obtained for predicting the boiling heat transfer and the CHF on
the superhydrophilic surface.

Coating Process and Experimental Procedures

The superhydrophilic surface was made by the dipping method
in the coating process. In the dipping method, TiO, colloid was
used. The specimen was a copper block. Prior to dipping, the
specimen was cleaned and dried. The heat transfer surface was
polished to mirror finish and washed by hydrochloric acid and
then by the acetone and purified water. When the surface became
dry, the specimen was dipped into TiO, colloid then extracted
slowly. After this dipping process, the specimen was heated by
infrared lamps and maintained at about 150°C for 1 h. The thick-
ness of the coated layer was measured by an interferometer. The
thickness was about 1 um. The specimen was ordinarily stored in
a dark place to resist long term superhydrophilic characteristic.
The TiO, coated surface would produce superhydrophilic charac-
teristic after being exposed to ultraviolet light little by little. After
2 h, the superhydrophilic characteristic could remain stable.

The contact angle was measured by means of the sessile drop
method in room temperature. The specimen was irradiated with
ultraviolet lights of the peak wavelengths between 275 and
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Table 1 Experimental conditions

Test fluid Water

Jet Reynolds number
Heating condition

25X 10%-4x10°
Steady state

Ultraviolet light 275-315 nm
Test pressure Atmospheric pressure
Impact velocity (m/s) 0.5-8.0
Nozzle diameter (mm) 4,8
Diameter of the heated surface (mm) 4,8
Subcooling (K) 0-80

315 nm. For the superhydrophilic surface, the water drop would
entirely expend on the superhydrophilic surface and covered the
whole surface. Therefore, the accurate value of the contact angle
cannot be obtained. However, it can be confirmed that the contact
angle on the superhydrophilic surface is less than 5 deg. When
there is no ultraviolet light, the contact angle on the TiO, coated
surface is between 20 deg and 40 deg, while the contact angle on
the copper surface is between 40 deg and 70 deg. Afterwards, the
TiO, coated surface under the ultraviolet light is named as the
superhydrophilic surface and the TiO, coated surface not under
the ultraviolet light is named as the TiO, coated surface.

We have used different ultraviolet luminous intensity for irra-
diating the TiO, coated surface. It is found that the luminous
intensity has no effect on the contact angle. On the other hand, the
effects of the thickness and nonuniformity of the TiO, coated
layer on the wettability also have not been found in the prior test.

In the present study, steady heat transfer experiments were car-
ried out for the nucleate boiling regime to obtain the boiling
curves and determine the CHF in the steady state. The experimen-
tal apparatus and the procedures are the same as that in the au-
thor’s previous study [12], and they are no longer introduced.

Results and Discussion

Figure 1 shows the experimental results of the nucleate boiling
regime for the saturated and the subcooled water jet impingement
on the superhydrophilic surface for the nozzle diameter of 4 mm
and the impact velocity of 1 m/s. The experimental data are plot-
ted in the form of wall heat flux against wall superheat for the
different subcoolings.

Equation (4) is an empirical correlation proposed by Wolf, In-
cropera and Viskanta for predicting the jet boiling heat transfer of
water on a stainless steel surface [14]. The jet boiling experiment

10’ H =T, =70K
—o—T 80K
—A—T 50K
—A—T =AQK
——-T =30K
—0—T 20K

£ &8 E B

v=1ms d=4mm

q/Wm?2
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1 10!

7x10'
AT /K
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Fig. 1 Jet boiling curves on the superhydrophilic surface for
®4 mm nozzle
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Fig. 2 Comparison of CHF between the superhydrophilic sur-
face and copper surface for saturated water

of water on the copper surface was also carried out in the present
study. The experimental data agreed reasonably well with Eq. (4).
Therefore, in Fig. 1, the calculated values from Eq. (4) shown in
the form of a solid line may denote the jet boiling heat transfer on
the copper surface

q=63.7ATZ] [W/m? K] (4)

It is found that the boiling incipience on the superhydrophilic
surface is greatly delayed. The experimental range mainly belongs
to the forced convective regime. In the fully developed nucleate
boiling regime, the boiling curves are quite steep. To each sub-
cooling, the superheat corresponding to the CHF is basically be-
tween 30 and 40 K. The boiling curves resulting from the differ-
ent subcoolings essentially converge into a steep line. The boiling
curves for the superhydrophilic surface are remarkably shifted to
the rightward. The superhydrophilic surface plays an important
role in the jet boiling heat transfer characteristics.

By using a least-square fit, the following empirical correlation
can well predict the nucleate boiling heat transfer of water jet on
a superhydrophilic surface. The vast majority of the data agree
well with the predictions of Eq. (5) within the relative errors of
+6%

=28 X107 X AT, (5)

where the units of q and AT, are W/m? and K, respectively.

According to Eqg. (2), we have known that there exists a func-
tion relation between (v/d) and g for the saturated water jet on
common metal surface. Figure 2 shows the compared results of
the CHF data of the saturated water jet boiling among the super-
hydrophilic surface, the TiO, coated surface, and the copper sur-
face. No matter for the superhydrophilic surface, or for the TiO,
coated surface, it is found that there still exists a good linear
relation between the CHF and (v/d)Y3. Therefore, the form of Eq.
(2) is available for various surfaces.

For the saturated water jet on the superhydrophilic surface, the
correlation factor in Eq. (2) was determined from the present CHF
data by using a least square fit within the relative errors of +5%.
The equation is presented as follows

1/3
oo = 5.4 X 105(3) (6)

here the units of g, v, and d are W/m2, m/s, and m, respec-
tively.

From the above equation, it is found that the CHF on the supe-
rhydrophilic surface is about 50% higher than that on common
copper surface.
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As shown in Eq. (6), the CHF of the saturated water is of g
o (v/d)3. If (v/d) could still be considered as a parameter that
affects the CHF for the subcooled water, the correlation for pre-
dicting the CHF of the subcooled water would have a simple
form. Figure 3 shows the relation between the CHF of the sub-
cooled water and (v/d). It is found that all of the solid lines
consisting of the data have a gradient of one third for every fixed
subcooling. Therefore, there is the same relationship of g
o (v/d)Y3, for the subcooled water as for the saturated water.
Meantime, it is found that the CHF of the subcooled water on the
superhydrophilic surface is about 50% higher than that on com-
mon copper surface. Therefore, the effects of the superhydrophilic
surface on the CHF are the same either for saturated water or for
the subcooled water.

Figure 4 shows the comparison of the CHF data of the sub-
cooled water jet on the superhydrophilic surface with Eq. (3).
Here, the g, and g, respectively, denote the CHFs of the sub-
cooled water and the saturated water on the superhydrophilic sur-
face. Equation (3) correlates the CHF data with the maximum

3.0
v=0.5m/s ~ 6 m/s

A d=4mm
O d=8mm

25

2.0

q./9.,

15
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AT, /K

Fig. 4 Comparison of CHF data of the superhydrophilic sur-
face with Eq. (3)
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relative errors less than 10%, and can still be used for predicting
the CHF of the subcooled water jet boiling on the superhydro-
philic surface.

Conclusions

1. A superhydrophilic heat transfer surface was used for
increasing the CHF of water jet boiling in a flat stagna-
tion zone. The superhydrophilic surface was made by
irradiating ultraviolet light to the TiO, coated surface.
The ultraviolet light’s power has no effect on the contact
angle.

2. The boiling incipience on the superhydrophilic surface is
greatly delayed. The boiling curves are remarkably
shifted to the rightward. In the fully developed nucleate
boiling regime, the boiling curves are quite steep.

3. The effects of the impact velocity, the nozzle diameter,
and the subcooling of water on the CHF for the superhy-
drophilic surface are the same as that for the common
metal surface. However, the CHF on the superhydro-
philic surface is about 50% higher than that on common
copper surface.

4. The empirical correlations are obtained for predicting the
boiling heat transfer and the CHF of steady boiling for
the saturated and subcooled water jet impingement in the
flat stagnation zone on the superhydrophilic surface.
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Nomenclature
Cpi = specific heat (J/kg K)
d = diameter of jet nozzle (m)
G = mass flux of liquid jet (kg/m?s)
htg = latent heat of evaporation (J/kg)
g = wall hat flux (J/m?s)
Geo = CHF of saturated water (J/m?s)
gc = CHF of subcooled water (J/m?s)
ATy = wall superheat (K)
ATgp, = subcooling of subcooled water (K)
v = impact velocity of jet flow at nozzle exit (m/s)
V = kinematics viscosity (m?/s)
o = surface tension (N/m)
p1 = liquid density (kg/m?3)
p, = vapor density (kg/m?3)
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